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Abstract

A quasi-representation of a group is a map from the group into a ma-

trix algebra (or similar object) that approximately satisfies the relations

needed to be a representation. Work of many people starting with Kazh-

dan and Voiculescu, and recently advanced by Dadarlat, Eilers-Shulman-

Sørensen and others, has shown that there are topological obstructions

to approximating unitary quasi-representations of groups by honest rep-

resentations, where ‘approximation’ is understood to be with respect to

the operator norm.

The purpose of this paper is to explore whether approximation is possi-

ble if the known obstructions vanish, partially generalizing work of Gong-

Lin and Eilers-Loring-Pedersen for the free abelian group of rank two, and

the Klein bottle group. We show that this is possible, at least in a weak

sense, for some ‘low-dimensional’ groups including fundamental groups

of closed surfaces, certain Baumslag-Solitar groups, free-by-cyclic groups,

and many fundamental groups of three manifolds.

The techniques used in the paper are K-theoretic: they have their

origin in Baum-Connes-Kasparov type assembly maps, and in the El-

liott program to classify C˚-algebras; Kasparov’s bivariant KK-theory is

a crucial tool. The key new technical ingredients are: a stable uniqueness

theorem in the sense of Dadarlat-Eilers and Lin that works for non-exact

C˚-algebras; and an analysis of maps on K-theory with finite coefficients

in terms of the relative eta invariants of Atiyah-Patodi-Singer. Despite

the proofs going through K-theoretic machinery, the main theorems can

be stated in elementary terms that do not need any K-theory.
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1 Introduction

The goal of this paper is to study an instance of the following general

question: if one has an approximate solution to an equation, must it be

close to an actual solution?

We study this in the context of unitary representations of discrete

groups, and where the approximations take place in the operator norm.

Starting with work of Voiculescu [134] and Kazhdan [82], it is known that

there are topological obstructions to a positive answer. The purpose of the

current paper is to explore what happens when the known obstructions

vanish: specifically, is vanishing sufficient for an approximation by an

actual solution to exist?
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1.1 Almost commuting unitaries

The main topic of this paper is finite dimensional unitary representa-

tions, and approximate representations, of discrete groups. However, we

will start with a more basic question about matrices as that motivates

our main questions and results; informally, it asks if any pair of approxi-

mately commuting unitary matrices can be approximated by an actually

commuting pair.

All norms in this paper are operator norms on spaces of bounded

operators on (possibly finite dimensional) Hilbert spaces.

Question 1.1. For any ε ą 0, does there exist δ ą 0 with the following

property?

For any n1, if u, v PMnpCq are unitary matrices satisfying

}uv ´ vu} ă δ,

then there are unitary matrices u1, v1 PMnpCq satisfying

}u1 ´ u} ă ε, }v1 ´ v} ă ε, and u1v1 “ v1u1.

The question is completely answered by the following result. To state

it, we need some notation. Let u, v P MnpCq be unitary matrices such

that }uv ´ vu} ă 1. The function

r0, 1s Q t ÞÑ det
`

t` p1´ tquvu´1v´1
˘

(1)

then defines a path in the complex numbers that starts and ends at 1, and

avoids 0. Hence we may define wpu, vq to be the winding number of this

path.

Theorem 1.2 (Several contributors - see below). (i) There is ε ą 0

such that for any n, if u, v P MnpCq are unitary matrices such that

}uv ´ vu} ă 1 and wpu, vq ‰ 0, then there do not exist unitary ma-

trices u1, v1 PMnpCq with }u1 ´ u} ă ε, }v1 ´ v} ă ε and u1v1 “ v1u1.

(ii) For any ε ą 0 there exists δ ą 0 such that for any n, if u, v PMnpCq
are unitary matrices satisfying }uv ´ vu} ă δ and wpu, vq “ 0, then

there are unitary matrices u1 and v1 satisfying }u1´u} ă ε, }v1´v} ă

ε and u1v1 “ v1u1.

Moreover, for any δ ą 0 and k P Z there exist n and unitary matrices

u, v PMnpCq with }uv ´ vu} ă δ and wpu, vq “ k.

In brief, Theorem 1.2 says there is a robust integer-valued topological

invariant wpu, vq that completely determines whether an almost solution

of the equation “uv “ vu” is close to an actual solution.

Part (i) has its roots in work of Voiculescu [134]. The interpretation

in terms of winding numbers comes from work of Loring [99] and of Exel

1The order of quantifiers is crucial: if δ is allowed to depend on n, the answer is different.
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and Loring [61] in this context, and also of Kazhdan in a slightly different

setting [82]. See also [59] for a far-reaching recent approach to this and

related questions.

Part (ii) is due independently to Gong and Lin [67, Corollary M3], and

to Eilers, Loring, and Pedersen [55, Corollary 6.15]. It seems less well-

known than part (i). The reader might compare it to [7, Main Theorem on

page 746] (respectively, [66, Theorem 2]): this establishes a similar result

for almost commuting elements of permutation groups (respectively, al-

most commuting unitaries with respect to the normalized Hilbert-Schmidt

norm) that holds without any analogue of the winding number condition.

Now, part (i) of Theorem 1.2 has been generalized extensively. Indeed,

it can be reframed as asking whether an approximate unitary represen-

tation of the group Z2 is close to an actual representation. Generalized

from here to other discrete groups, it becomes a fundamental statement

about ‘stability’ of group representations: see for example [6] and [131]

for surveys. Generalizations of part (ii) of Theorem 1.2 have not received

so much attention: it is the aim of this paper to say something in this

direction.

1.2 Representation stability

We now reformulate Theorem 1.2 in terms of representation theory and

in the process bring a little more topology into play; this needs some

terminology. Throughout, H denotes a Hilbert space, BpHq the bounded

operators on H, and BpHq1 the closed unit ball of BpHq. We will mainly

be interested in the case H “ Cn so that BpHq “MnpCq.

Definition 1.3. Let Γ be a discrete group, let S be a subset of Γ, and

let ε ą 0. An (S,ε)-representation of Γ is a unital map

π : Γ Ñ BpHq12

such that

}πpsqπptq ´ πpstq} ă ε

for all s, t P S.

If we do not want to specify the pair pS, εq, we will just say that φ is

a quasi-representation3.

2It is probably more common in the literature to force a quasi-representation φ to have val-

ues in the group of unitary operators on the Hilbert space. The two definitions are equivalent

up to an approximation: see Lemma 2.1 below. The extra flexibility allowed by our definition

is important to us mainly when we need to consider ucp quasi-representations as in Definition

1.6 below: see Proposition 2.2, part (iv) below, which says that the theory of unitary-valued

ucp quasi-representations is essentially trivial.
3A quasi-representation is therefore just a unital map Γ Ñ BpHq1. It may seem a bit silly

to introduce terminology for this; the point is to emphasize that we are currently thinking of

the map as an approximate representations.
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Definition 1.4. A group Γ is stable4 if for any finite subset S of Γ

and ε ą 0 there exists a finite subset T of Γ and δ ą 0 such that if

φ : Γ Ñ MnpCq1 is a pT, δq-representation in the sense of Definition 1.3,

then there exists a unitary representation π : Γ ÑMnpCq such that

}φpsq ´ πpsq} ă ε

for all s P S.

If P is a property of quasi-representations, then we say that Γ is stable,

conditional on P if for any finite subset S of Γ and ε ą 0 there exists a

finite subset T of Γ and δ ą 0 such that if φ : Γ Ñ MnpCq1 is a pT, δq-

representation satisfying P , then there exists a unitary representation

π : Γ ÑMnpCq such that

}φpsq ´ πpsq} ă ε

for all s P S.

Group theoretic analogues of Definition 1.4 (with more general ‘tar-

gets’ than matrix algebras) can be found in [7, Definition 3.1] and [34,

Definition 1.9]. Purely C˚-algebraic analogues (with more general ‘do-

mains’ than groups), can be found in [54, Definition 2.2.7 and Proposi-

tion 2.2.9]. See [56, Sections 2.1 and 2.2] for a more recent survey of these

C˚-algebraic notions and their translation to group theory; in particular,

see [56, Proposition 2.16] for a reformulation in terms of generators and

relations for finitely presented groups. Compare also [53, Section 5.2] for

a purely C˚-algebraic analogue of conditional stability, which the authors

of [53] call stability with contingencies.

Switching to representation theory from the matrices of Theorem 1.2,

let us state another illustrative result that was a major motivation for

us. Let Z2 be the fundamental group of the two-torus T2, and let Z ¸ Z
denote the fundamental group of the Klein bottle K. These spaces can

be illustrated as CW complexes in a standard way as follows
⑫

#
#
2

K

leading to the presentations Z2
“ xa, b | aba´1b´1

y and Z ¸ Z “ xa, b |

aba´1by defined by reading off the edges around the 2-disk. The fact

that the relation “aba´1b´1” is a commutator leads to the fact that

H2pT2
q “ Z; as aba´1b is not a commutator, H2pKq “ 0. Relatedly, the

fact that “aba´1b´1” is a commutator is important in well-definedness of

4In some other references (for example, [56] or [43]), the property defined here is called

matricial stability. We drop the word “matricial” as we will not study any other kinds.
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the winding number of the path in line (1), while the fact that “aba´1b”

is not a commutator means that the path defined by

r0, 1s Q t ÞÑ det
`

t` p1´ tquvu´1v
˘

for unitaries u, v P MnpCq does not usually have a well-defined winding

number (even if uvu´1v is very close to 1), as it does not start and end at

the same place. These connections to (co)homology are already noted in

the original papers of Voiculescu [134, page 431] and Kazhdan [82, page

321].

One has in fact the following result.

Theorem 1.5 (Gong-Lin, Eilers-Loring-Pedersen). (i) The group Z2 is

stable, conditional on vanishing of the winding number invariant

wpu, vq.

(ii) The group Z¸ Z is stable.

Part (i) is just a restatement of Theorem 1.2, part (ii). Part (ii) is due

to Eilers, Loring, and Pedersen [54, Theorem 4.3.1 and Corollary 8.2.2;

see also table on page 139].

Our original motivation for writing this paper was to establish an

analogue of Theorem 1.5 for higher genus surfaces. Here a direct analogue

of Theorem 1.2 part (i) is known (and essentially due to Kazhdan [82]),

but part (ii) was open.

Our main results give partial generalizations of Theorem 1.5 to sev-

eral interesting classes of groups which contain the fundamental groups

of the torus and Klein bottle: for example, our work applies to funda-

mental groups of higher genus closed surfaces (the original motivation),

free-by-cyclic groups, and certain Baumslag-Solitar groups; all three of

these classes contain Z2 and Z ¸ Z. Moreover, all of the groups in these

classes other than Z2 and Z ¸ Z are non-amenable, which requires new

arguments (and is why we can only get partial generalizations). We set

up the necessary terminology in the next section.

1.3 Concrete results

We need a special class of quasi-representation. This is classical, going

back (at least) to Naimark [108].

Definition 1.6. An pS, εq-representation φ is unital5 completely positive

(ucp) if for any finite subset F of Γ any any finite subset of pzgqgPF of C
indexed by F , the operator

ÿ

g,hPF

zgzhφpg
´1hq P BpHq

5The word “unital” is redundant – all quasi-representations preserve identities for us – but

we keep as it is the standard convention in the C˚-algebra literature.
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is positive.

We next recall a notion of weak stability6 due to Dadarlat [43, page

2].

Definition 1.7. A group Γ is weakly (ucp) stable if for any finite subset

S of Γ and ε ą 0 there exists a finite subset T of Γ and δ ą 0 such that if

φ : Γ ÑMnpCq1 is a (ucp) pT, δq-representation, then there exist unitary

representations θ : Γ ÑMkpCq and π : Γ ÑMn`kpCq such that

}pφpsq ‘ θpsqq ´ πpsq} ă ε

for all s P S.

If P is a property of quasi-representations, then we say that Γ is weakly

(ucp) stable, conditional on P if for any finite subset S of Γ and ε ą 0 there

exists a finite subset T of Γ and δ ą 0 such that if φ : Γ Ñ MnpCq1 is a

(ucp) pT, δq-representation satisfying P , then there exist unitary represen-

tations θ : Γ ÑMkpCq and π : Γ ÑMn`kpCq and a unitary u PMn`kpCq
such that

}pφpsq ‘ θpsqq ´ πpsq} ă ε

for all s P S.

The method of proof of Theorem 1.2 part (i) gives that Γ “ Z2 is not

even weakly stable. There have been many other ‘no go’ results along

these lines: see for example [56, 43, 65, 15].

Let us now state some of our main results.

Theorem 1.8. (i) Let

Γ “

C

a1, ..., ag, b1, ..., bg

ˇ

ˇ

ˇ

g
ź

i“1

rai, bis

G

be the fundamental group of a closed orientable surface of genus g.

For any quasi-representation φ : Γ ÑMnpCq such that
›

›

›

›

›

g
ź

i“1

rφpaiq, φpbiqs ´ 1

›

›

›

›

›

ă 1,

define wpφq P Z to be the winding number of the path

r0, 1s Q t ÞÑ det

˜

t` p1´ tq
g
ź

i“1

rφpaiq, φpbiqs

¸

. (2)

Then Γ is weakly ucp stable, conditional on wpφq “ 0.

6There are (at least) three different notions of “weak stability” in related contexts that we

are aware of, and mention here to help avoid confusion: (i) the definition of Eilers, Shulman,

and Sørensen from [56, Definition 2.10], which has its origin in C˚-algebra theory (see [100,

Section 4.1]) and is closer to what we call “stability” in Definition 1.4; (ii) the definition used by

Arzhantseva and Păunsecu in [7, Definition 7.1], which considers approximate representations

that asymptotically take non-trivial elements a bounded distance away from the identity; and

(iii) the definition of “weak ucp stability” used by Dogon in [51, Definition 1.5], which is closer

to the use we get out of the so-called LLP in Proposition 2.6 below.
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(ii) Let

Γ “

C

a1, ..., ag`1

ˇ

ˇ

ˇ

g`1
ź

i“1

a2
i

G

be the fundamental group a closed non-orientable surface of genus g.

Then Γ is weakly ucp stable.

Theorem 1.8 should be compared to the result of Lazarovich, Levit,

and Minsky [94] on quasi-representations of surface groups with values in

permutation groups. In the language of [94, Section 1], the main result

of that paper shows that surface groups are flexibly stable for maps to

permutation groups. Apart from the focus on permutation representa-

tions, the result of [94] differs from ours in three important ways: first it

is ‘absolute’, i.e. works for all permutation quasi-representations without

topological conditions; second the notion of “flexible stability” from [94,

Section 1] is different from “weak stability” as in Definition 1.7 in that

flexible stability only allows block sum with an auxiliary trivial represen-

tation, and weak stability allows block sum with any representation; and

third, the notion of flexible stability used in [94] gives control over the size

of the auxiliary trivial representation that one needs to add, and Theorem

1.8 gives no control on the size of the auxiliary representation σ appearing

in Definition 1.7.

This should also be compared to the use of the term “flexible stability”

by Becker and Lubotzky in [19, Section 4.4]7. The definition Becker and

Lubotzky give of “flexible stability” allows one to take block sum with an

auxiliary quasi-representation that is of controlled size relative to the orig-

inal representation. On the other hand, the notion Becker and Lubotzky

call very flexible stability drops the control on the size of the auxiliary sum-

mand; as this auxiliary summand is allowed to be a quasi-representation,

this should be considered a weaker analogue of the condition we call “weak

stability” as in Definition 1.7.

The winding number invariant appearing in Theorem 1.8 is due to

Kazhdan [82]. Dadarlat gives alternative interpretations in terms of index

theory and Chern classes in [41, Section 4]; these results, and Dadarlat’s

more general results in [44], are crucial for the proof of Theorem 1.8,

and of the related results we give below. For these theorems, we note

that if c P H2pΓq is a group homology class and φ is a (suitable) quasi-

representation, then Dadarlat [44] shows how to define a winding number

invariant wpc, φq: see Definition 7.2 and Theorem 7.3 below for details.

Now, Theorem 1.8 should be thought of as a partial generalization of

Theorem 1.5 to a class of non-amenable groups. Here are two other partial

generalizations.

Recall first that a free-by-cyclic group is a group of the form F ¸φ Z,

where F is a finite rank free group, and Z acts on F by an automorphism

7Thanks to Tatiana Shulman for explaining this to me.
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φ; note that this class of groups includes the torus and Klein bottle groups

of Theorem 1.5 as the two special cases where F “ Z and φ is either the

trivial or non-trivial automorphism.

Theorem 1.9. Let Γ “ F ¸φ Z be a free-by-cyclic group.

Let n be the rank of F , and let φ˚ : Rn Ñ Rn be the map induced

by φ on the first real homology group. Then H2pΓq is free abelian, with

rank equal to the multiplicity m of the eigenvalue 1 of φ˚; choose a basis

c1, ..., cm for H2pΓq.

The group Γ is weakly stable, conditional on vanishing of the winding

number invariants wpci, φq for all i P t1, ...,mu. In particular, if φ˚ does

not have 1 as as an eigenvalue, then Γ is weakly stable.

Here is a third partial generalization to some Baumslag-Solitar groups.

Recall that the Baumslag-Solitar group BSpn,mq is defined by the pre-

sentation xa, b | abna´1b´my; note that the torus and Klein bottle groups

are BSp1, 1q and BSp1,´1q respectively. If neither |n| nor |m| are one,

then BSpn,mq is non-amenable. In the non-amenable case, if |n| ‰ |m|

then BSpn,mq is not residually finite, and a (weak) stability result seems

unlikely. If, however, |n| “ |m| we have the following result.

Theorem 1.10. (i) If Γ “ BSpn, nq, then H2pΓq – Z, and there is an

associated winding number invariant wpc, φq for a choice of generator

c of this group. The group Γ is weakly ucp stable, conditional on

vanishing of wpc, φq.

(ii) The group BSpn,´nq is weakly ucp stable.

Let us conclude this section with a theorem for 3-manifold groups. To

state this, let Γ be the fundamental group of an aspherical 3-manifold.

Theorem 1.11. Let Γ be the fundamental group of a closed, aspherical8

three-manifold M , and assume moreover that either Γ is solvable, or M

is hyperbolic. Choose a decomposition H2pMq “ F ‘ T into the sum of a

free subgroup and a torsion subgroup9, choose a basis c1, ..., cm for the free

summand, and let wpci, φq be the associated winding number invariants.

Then Γ is weakly ucp stable, conditional on wpci, φq “ 0 for i P t1, ...,mu.

That the vanishing conditions in Theorems 1.8, 1.9, 1.10, and 1.11

are necessary for weak stability is well-known. This was observed by

multiple authors for surface groups starting (essentially) with the work of

Kazhdan [82], and more recently made explicit by Dadarlat [41, Section 4]

and Eilers, Shulman, and Sørensen [56, Section 4.3]. For the statements

about three manifolds, BSpn, nq and free-by-cyclic groups, necessity of

the vanishing conditions follows from the main result of [44], and also

8Recall that a manifold or CW complex M is aspherical if it has contractible universal

cover, or equivalently if πnpMq “ 0 for n ą 1.
9If M is orientable, T is trivial, but not in general.
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from [56, Theorem 4.10] for BSpn, nq. The point of the theorems above

is therefore to establish sufficiency.

The reader might have noted that the word “ucp” is present in The-

orems 1.8, 1.10, and 1.11, but missing from Theorem 1.9, which is thus

stronger in some sense. This is due to free-by-cyclic groups satisfying

a property called the local lifting property (LLP); in this context, it im-

plies that general quasi-representations can be approximated by ucp quasi-

representations in an appropriate sense. If the LLP were to hold for the

relevant groups then the word “ucp” would not be necessary in Theorems

1.8, 1.10, and 1.11 either.

One cannot remove the word “weakly” from the conclusion of Theo-

rem 1.11: indeed, Theorem 1.11 applies to Z3, but this group is known

not to be conditionally stable with respect to the winding number van-

ishing condition in Theorem 1.11 by [67, Theorem 4.2]; compare also [56,

Theorem 3.13] on crystallographic groups in this regard. We do not know

if one can remove the word “weakly” from the conclusions of Theorems

1.8, 1.9, or 1.10.

1.4 C˚-algebra K-theory and stable uniqueness

We stated our results in the previous section in terms of winding numbers

as this seemed more elementary and explicit. Underlying these winding

numbers are K-theory classes, however, and it is probably fair to say that

K-theory is more directly relevant to the problem10: this is evidenced by

Loring’s analysis [99] of Voiculescu’s example [134] in terms of Bott peri-

odicity, and computations showing that one can deduce Bott periodicity

from properties of almost commuting matrices [138].

We will thus work with K-theory of C˚-algebras, as well as the dual

K-homology theory. See [122] for background on C˚-algebra K-theory,

and [74] or [22] for background on (K-theory and) K-homology.

Recall that a C˚-algebra is a norm-closed and ˚-closed subalgebra of

the ˚-algebra of bounded operator on a Hilbert space; C˚-algebras will

be important to us mainly as things we can take the K-theory of. Let

C˚pΓq be the maximal, or full, group C˚-algebra of Γ, i.e. the completion

of the complex group algebra CrΓs in the norm it inherits as from the

supremum of the norms in all unitary representations of CrΓs; C˚pΓq
has the universal property that any unitary representation of Γ extends

uniquely by linearity and continuity to a ˚-representation of C˚pΓq. Let

K0pC
˚
pΓqq be the (algebraic) K0 group of C˚pΓq, and let K0pCq be the

K0 group of the complex numbers; by Morita invariance, this agrees with

K0pMnpCqq for all n.

Now, given a quasi-representation φ, we aim to:

10Our opinions (biases?) on this are influenced by [9, page 245].
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(i) show that it in some sense defines an element

φ˚ P HompK0pC
˚
pΓqq,K0pCqq ;

(ii) show that this element is equivalent to an honest representation π

(in an appropriate weak sense) as long as

φ˚ “ π˚ in HompK0pC
˚
pΓq,K0pCqq.

Such theorems exist in the C˚-algebra literature as part of the classifi-

cation program for simple nuclear C˚-algebras: see [57] for the set-up of

this program, and [137] for a survey of recent progress. They are called

stable11 uniqueness theorems after work of Lin [96] and Dadarlat-Eilers

[45, Section 4]. There are numerous technicalities involved here: indeed,

to establish (i) one seems to need that φ is ucp; and to deal with (ii),

K-theory with integral coefficients is not enough, as one instead needs to

work with integer coefficients and with all finite coefficients at once.

Now, if we ‘only’ wanted to work with amenable groups, one could

adapt the stable uniqueness theorems of Dadarlat-Eilers [45, Section 4] to

a theorem of the necessary form. Indeed, this is essentially what is done in

[43, Theorem 1.5], which is closely related to the special case of Theorem

1.14 where all possible obstructions vanish.

However, this will not suffice for us as our key examples (such as

those in Theorems 1.8, 1.9, 1.10, and 1.11) involve non-amenable groups.

The existing techniques do not seem to work in this case as the maximal

group C˚-algebra C˚pΓq will not even be exact12, a technical assumption

needed to establish the relevant theorems: compare for example [45, The-

orem 4.15] and [43, Theorem 5.4]. We thus give a different approach to

stable uniqueness theorems based on a new model of K-homology [139]

established by the author and Yu; this has the advantage that it allows

one to work directly with ucp maps. This new stable uniqueness theorem

is probably the most technically novel aspect of the current paper: see

Theorem 4.2 below

Before stating the main stable uniqueness result in the context of group

C˚-algebras, we need two definitions.

Definition 1.12. A C˚-algebra is residually finite dimensional (RFD) if

finite dimensional representations separate points. We say a group Γ is

RFD if its maximal group C˚-algebra is RFD.

11“Stable” is here used in the K-theoretic sense of ‘up to block sum with something’; it is

not directly connected to a group being stable as in Definition 1.4.
12Exactness of C˚pΓq is a stronger property than the more widely studied exactness of

the ‘reduced’ C˚-algebra C˚r pΓq and should not be confused with this. Indeed, exactness of

C˚r pΓq is equivalent to Yu’s property A (see [144, Definition 2.1]) for Γ by the main result of

[110], while for residually finite Γ, exactness of C˚pΓq is equivalent to amenability for Γ by

[85, Theorem 7.5] (see also [28, Proposition 3.7.11]).
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If a finitely generated group is RFD, then it is residually finite; the

converse holds if the group is (finitely generated and) amenable, but in

general being RFD is significantly stronger than being residually finite.

See Remark 5.7 below for more details.

The next definition requires Kasparov’s bivariant KK-theory [80] to

make sense of. The non-expert reader is encouraged to treat this as a

black box.

Definition 1.13. A separable C˚-algebra satisfies the universal coeffi-

cient theorem (UCT) of Rosenberg and Schochet [123] if it is isomorphic

in the bivariant K-theory category KK to a commutative C˚-algebra.

We say a group Γ is UCT if its maximal group C˚-algebra satisfies this

property.

The UCT for a C˚-algebra A is (very roughly) equivalent to bivariant

K-theoryKKpA, ¨ q being determined by homomorphisms between theK-

theory groups of A and those of other C˚-algebras; this is how we will use

it. The UCT holds for all a-T-menable groups as a consequence of a deep

theorem of Higson and Kasparov [73] on the Baum-Connes conjecture;

this covers amenable groups and also many of the non-amenable groups

appearing in Theorem 1.8 through 1.11. We note that we only need an a

priori weaker version of the UCT for our main results: see Definition 3.22

and Remark 5.6 below for more on this.

Here is a simplified version of the main theorem where we make an

additional assumption on the odd-dimensionalK-theory groupK1pC
˚
pΓqq

to obviate the need for K-theory with finite coefficients: see Theorem 5.3

below for the full version.

Theorem 1.14. Let Γ be a discrete group with a fixed finite generating set

S. Assume that Γ is RFD, UCT, and also that K1pC
˚
pΓqq is torsion-free.

Then for any ε ą 0 there exist δ ą 0 and a finite subset P of K0pC
˚
pΓqq

with the following property.

Let φ : Γ ÑMnpCq be a ucp pS, δq-representation in the sense of Def-

inition 1.3. Then φ induces a well-defined ‘partial homomorphism’ from

P to K0pCq. Moreover, if π : Γ Ñ MnpCq is a finite-dimensional uni-

tary representation such that the induced map π˚ : K0pC
˚
pΓqq Ñ K0pCq

agrees with φ˚ on P , then there is a finite dimensional unitary represen-

tation θ : Γ ÑMkpCq and a unitary u PMn`kpCq such that

}upφpsq ‘ θpsqqu˚ ´ pπpsq ‘ θpsqq} ă ε

for all s P S.

Complementing the RFD and UCT properties from Definitions 1.12

and 1.13, there is a third important acronym for us: the local lifting

property (LLP) of Kirchberg [85, Section 2]. If C˚pΓq satisfies the LLP,

then one can drop the condition on φ being ucp in Theorem 1.14 as in the

following theorem.
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Theorem 1.15. Let Γ be a countable discrete group. Assume that Γ is

RFD, UCT, LLP, and also that K1pC
˚
pΓqq is torsion-free. Then for any

finite subset S of Γ and any ε ą 0 there exist a finite subset T of Γ, δ ą 0,

and a finite subset P of K0pC
˚
pΓqq with the following property.

Let φ : Γ ÑMnpCq be a pT, δq-representation in the sense of Definition

1.3. Then φ induces a well-defined ‘partial homomorphism’ from P to

K0pCq. Moreover, if π : Γ Ñ MnpCq is a finite-dimensional unitary

representation such that the induced map π˚ : K0pC
˚
pΓqq Ñ K0pCq agrees

with φ˚ on P , then there is a finite dimensional unitary representation

θ : Γ ÑMkpCq and a unitary u PMn`kpCq such that

}upφpsq ‘ θpsqqu˚ ´ pπpsq ‘ θpsqq} ă ε

for all s P S.

For an amenable group Γ, the LLP holds for C˚pΓq by the Choi-Effros

lifting theorem [35, Theorem 3.10] (see also the simpler proof given in [5,

Theorem 7]) for separable nuclear C˚-algebras, and Lance’s theorem that

C˚pΓq is nuclear for amenable Γ [92, Theorem 4.2]. The LLP holds more

generally than for amenable Γ: see Remark 5.5 below for more examples.

However, the LLP does not seem to have received much attention from

group theorists and relatively little is known here: for example, it is open

if surface groups or fundamental groups of hyperbolic 3-manifolds satisfy

the LLP, which is the reason “ucp” appears in the conclusions of Theorems

1.8, 1.10, and 1.11 above; it could be dropped if these groups were known

to satisfy the LLP and we conjecture that this is indeed the case.

1.5 The Baum-Connes conjecture and index the-

ory

In order to deduce Theorems 1.8, 1.9,1.10, and 1.11 from Theorems 1.14

and 1.15, we need to show that for any quasirepresentation φ : Γ ÑMnpCq
and finite subset P of K0pC

˚
pΓqq satisfying appropriate conditions, there

exists an honest representation π : Γ Ñ MnpCq such that the map π˚ :

K0pC
˚
pΓqq Ñ K0pCq induced by π agrees with the partial homomorphism

φ˚ : P Ñ K0pCq induced by φ.

Assuming that Γ is torsion free, the key ingredient for this is the

Baum-Connes-Kasparov assembly map [80, 16]

µ : RK˚pBΓq Ñ K˚pC
˚
pΓqq, (3)

which relates the topologically defined K-homology group RK˚pBΓq with

the K-theory of group C˚-algebra; see [3] for a survey on this. Follow-

ing Baum-Douglas [17], the left hand side of line (3) above consists very

roughly of continuous maps from closed manifolds (plus some orientation
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and bundle data) to the classifying space BΓ modulo appropriate equiv-

alence relations. If µ is an isomorphism, this in principle allows one to

compute the (partially defined) map π˚ : K0pC
˚
pΓqq Ñ K0pCq in terms

of index theory pairings between Dirac operators on the manifolds making

up cycles for RK˚pBΓq with the flat bundle associated to the representa-

tion.

Much of this analysis has been done in a beautiful series of papers

by Dadarlat (see for example [41, 43, 44]), although what we need to

understand the maps π˚ : K0pC
˚
pΓqq Ñ K0pCq is relatively simple and

essentially part of the folklore of the subject.

The main new index-theoretic observations we make concern finite

coefficients. Indeed, we have mentioned above that one should be working

not just with the K-theory group K0pC
˚
pΓqq with integer coefficients, but

also with K-theory with finite coefficients K0pC
˚
pΓq;Z{nq, as introduced

by Schochet [124]. The assumption in Theorem 1.14 that K1pC
˚
pΓqq is

torsion free is made precisely as it allows us to avoid this issue.

In general, however, given a quasi-representation φ : Γ Ñ MnpCq it

also induces partially defined maps φ˚ on K-theory with finite coeffi-

cients, and we need to find a representation π : Γ Ñ MnpCq such that

π˚ : K0pC
˚
pΓq;Z{nq Ñ K0pC;Z{nq agrees with φ˚ (where the latter is

defined) for all n ě 2. We do this computation using the relative eta

invariants of Atiyah, Patodi, and Singer [12]. Very roughly, relative eta

invariants measure how the spectrum of a differential operator shifts when

it is ‘twisted’ by a finite-dimensional representation. The key technical

results are Theorem 6.10 which relates the map on K-theory with finite

coefficients induced by a representation to relative eta invariants; and

Theorem 6.15 which uses this to show that the map induced on K-theory,

including K-theory with finite coefficients, can be ‘matched’ by the map

induced by an honest representation, under appropriate assumptions.

After our new stable uniqueness theorem, this application of relative

eta invariants to representation theory is the second main technical novelty

in the current paper. We suspect, however, that some of the computations

we need here may be know to experts: in particular Theorem 6.10 is in

some sense implicit in the original three papers of Atiyah, Patodi, and

Singer [11, 12, 13].

1.6 Further questions

Here we summarize (a small selection of the!) issues that we do not

even start to address in this paper; we mention these mainly to highlight

problems that we consider interesting for future work.

One of the most interesting applications of representation stability

is in obstructing approximation results for groups. The paradigm here,

following [34], proceeds roughly as follows. Assume one wants to show
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that a particular group Γ does not admit a separating family of suitably

good quasi-representations. Roughly, this follows if Γ is stable, and also

if it does not admit a separating family of honest representations. Our

methods require that Γ has a separating family of honest representations,

and so are (a priori) useless for results along these lines.

A second limitation to our methods is the reliance on low-dimensionality

assumptions (on classifying spaces) for concrete examples. There seems to

be a lot of potential for higher-dimensional computations, but this would

require new ideas.

Another issue we have nothing to say about is what happens in the

presence of finite subgroups. There is probably quite a lot that can be

said here, perhaps in terms of Lott’s delocalized invariants [101] or related

machinery. We did not attempt to address this here, but this is only due

to the author’s limited knowledge and energy, not because we are aware

of serious obstructions. There is a partial obstruction in that our methods

require finite-dimensional classifying spaces for concrete examples, and the

classifying space of a group with torsion is always infinite-dimensional.

However, it is plausibly possible to get around this by considering the

classifying space for proper actions or something similar. This again seems

an interesting avenue for further work.

A final issue that seems quite mysterious (and that this paper has

nothing new to say about) is the extent of validity of our RFD, LLP, and

UCT assumptions. The status is perhaps worst for the LLP, where very

little seems to be known for interesting groups of geometric or combina-

torial origin like surface groups and other one-relator groups. As already

commented, RFD, LLP, and UCT are all known for amenable groups (one

needs to also assume MAP for RFD), and all are known to hold at least

a little more generally than this: see Remarks 5.5, 5.6, and 5.7 below.

Moreover it seems (some version of) property (T) obstructs (some version

of) each of these properties: see for example [21] for the RFD property,

[76] for the LLP, and [128] for the UCT. However, there are no really

general obstruction results along these lines that we are aware of. It is

also worth pointing out that the versions of the LLP and UCT we need

are a priori weaker than the full versions (see Definitions 2.4 and 3.22),

but to what extent this is ‘really’ true is quite unclear to us. It would be

very interesting to see further progress along these lines.

1.7 Outline of the paper

Section 2 discusses quasi-representations in more detail: in particular, we

clarify the meaning of the ucp assumption, and the role of Kirchberg’s

LLP in allowing the approximation of general quasi-representations by

ucp quasi-representations.

Section 3 recalls the controlled K-homology groups from [139], and
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relates them to homomorphisms between K-theory groups using the uni-

versal multicoefficient theorem of Dadarlat and Loring [47] and Dadarlat’s

work on the topology of KK-theory [40]. This is then used to establish

our C˚-algebraic stable uniqueness theorem in Section 4. Sections 3 and

4 are written in the language of abstract C˚-algebras; in Section 5 we

specialize to group C˚-algebras and state our main result for conditional

weak stability of ucp quasi-representations. Section 5 also surveys when

the various assumptions (RFD, UCT, LLP) going into the main theorem

are known for some concrete classes of groups: all three assumptions are

known for amenable groups and somewhat beyond this class, but the state

of knowledge is only partial, and there is strong evidence all are obstructed

by appropriate forms of property (T).

Section 6 brings the Baum-Connes conjecture and index-theoretic meth-

ods into play. The main technical result is Theorem 6.15 which lets us

match the K-theoretic data associated to a quasi-representation with K-

theoretic data from an honest representation. Finally, Section 7 special-

izes to low-dimensional (meaning the classifying space is low-dimensional)

examples where explicit computations are possible: in particular, it estab-

lishes Theorems 1.8, 1.9, 1.10, and 1.11 above.

1.8 Notation and conventions

We write K˚pAq :“ K0pAq ‘K1pAq for the Z{2-graded K-theory group

of a C˚-algebra A, and similarly K˚pAq :“ K0
pAq ‘ K1

pAq defines the

Z{2-graded K-homology group. For a compact metrizable space X, we

write K˚pXq and K˚pXq for K-theory and K-homology; thus K˚pXq “

K˚pCpXqq and K˚pXq “ K˚pCpXqq where CpXq is the C˚-algebra of

continuous complex-valued functions on X. A homomorphism between

Z{2-graded groups is graded if it splits as a direct sum of homomorphisms

that preserve the components.

We write 1n and 0n for the unit and zero element of MnpAq, where A

is a unital C˚-algebra. For a C˚-algebra A, a P MnpAq and b P MmpAq,

define a‘ b :“ p a 0
0 b q PMn`mpAq for the usual block sum matrix.

We assume the groups we work with (essentially, anything called Γ)

are countable and discrete. Countability is probably not strictly necessary

– we would guess that most arguments could be extended to the general

case through taking appropriate limits – but the countable case covers all

the examples we are interested in, and doing everything in general would

require a lot more pedantry with KK-theory and the UCT (amongst other

things) than seemed likely to be helpful to the reader.

A subset S of a group is called symmetric if it is closed under taking

inverses. A subset X of a C˚-algebra is symmetric if it is closed under

taking adjoints.
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Throughout the paper, τ : Γ Ñ C is the trivial representation of a

group Γ, and τ pnq : Γ ÑMnpCq is the n-dimensional trivial representation;

we will occasionally also write τ for τ pnq if there does not seem to be a

risk of confusion. We also use the same notation for the maps induced on

C˚pΓq by these representations.

We will sometimes need to use Kasparov’s KK-theory: see [22, Chap-

ter VIII] or [80, Section 2] for background. For any pair of separable

C˚-algebras A, B, KK-theory assigns an abelian group KKpA,Bq in

such a way that KKpC, Aq and KKpA,Cq canonically identify with the

K-theory K0pAq and K-homology K0
pAq respectvely. If C, D, E are

separable C˚-algebras and “b” denotes the spatial tensor product of C˚-

algebras or tensor product of abelian groups as appropriate, then there is

a pairing

KKpA,B b Cq bKKpC bD,Eq Ñ KKpAbD,B b Eq (4)

with strong formal properties including appropriate versions of associativ-

ity: see [80, Definition 2.12 and Theorem 2.14] or [22, Section 18.9]. The

most important of these pairings for us will be the pairing

KKpC, Aq bKKpA,Cq Ñ KKpC,Cq “ Z,

between K-theory and K-homology. Another important special case for

us are the pairings

KKpC, AbOn`1q bKKpA,Cq Ñ KKpC, On`1q “ Z{n

where On`1 is the Cuntz algebra of [37]. These will be important for us

when we discuss K-theory with Z{n coefficients, as for us KKpC, A b
On`1q equals the K-theory group of A with Z{n coefficients, denoted

K0pA;Z{nq. Finally, we note that the group KKpA,Bq is often denoted

KK0pA,Bq, and thought of as the even KK-theory group; there is also

an odd group KK1pA,Bq, and a pairing

KKipA,B b Cq bKKjpC bD,Eq Ñ KKi`j mod 2pAbD,B b Eq

defined for any separable C˚-algebras.
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2 Ucp quasi-representations and the lo-

cal lifting property

In this section we discuss some general considerations about the rela-

tionship between different types of quasi-representation. We believe the

results here are essentially folklore; we give proofs where we could not find

a result in the literature.

The following lemma will not be used directly in the paper: the point of

including it is to relate our notion of unit ball-valued quasi-representations

from Definition 1.3 with more the more usual unitary-valued version.

Lemma 2.1. Let Γ be a discrete group, let S Ď Γ be symmetric, and let

ε P p0, 1q. Let π : Γ Ñ BpHq1 be an pS, εq-representation as in Definition

1.3. Then there exists an pS, 6εq-representation σ : Γ Ñ BpHq1 such that

}σpsq ´ πpsq} ă ε for all s P S and such that σ takes values in the unitary

operators.

Proof. For each s P S, we have that }πpsqπps´1
q´1} ă ε and }πps´1

qπpsq´

1}. Let b “ πps´1
qπpsq. Then b is invertible with

b´1
“

8
ÿ

n“0

p1´ bqn

whence }b´1
} ă p1´εq´1. Hence πpsq is invertible with πpsq´1

“ πpsqb´1,

whence also

}πpsq´1
} ď }πpsq}}b´1

} ă p1´ εq´1.

Hence

1 “ }πpsqπpsq´1
} ă }πpsq}p1´ εq´1,

and so }πpsq} ą 1´ ε. Let now πpsq “ usas be the polar decomposition of

πpsq (see for example [23, pages 21-23]) where us is unitary and as is posi-

tive and invertible. We have }as} “ }πpsq} ď 1, and that πpsq´1
“ a´1

s u˚s
whence }a´1

s } “ }πpsq
´1
} ă p1 ´ εq´1. As as and a´1

s are positive, their

norms are the maximal elements of their spectrum so these inequalities

imply that the spectrum of as is contained in p1 ´ ε, 1s. The functional

calculus then implies that }as ´ 1} ă ε. Hence

}πpsq ´ us} ă ε (5)

for each s P S.

Now, for each t P S2
zpS Y teuq, choose lptq and rptq in S with t “

lptqrptq. Define σ : Γ Ñ UpHq

σpgq “

$

’

&

’

%

us g “ s P S

lptqrptq g “ t P S2
zpS Y teuq

1 otherwise
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From line (5), we have }πpsq´σpsq} ă ε for all s P S. To check that σ is an

pS, 6εq-representation, we need to check that }σps1qσps2q ´ σps1s2q} ă ε

for all s1, s2 P S. Computing:

}σps1qσps2q ´ σps1s2q} ď }πps1qπps2q ´ σps1s2q} ` }pπps1q ´ us1qπps2q}

` }us1pπps2q ´ us2q}

ă 2ε` }πps1qπps2q ´ σps1s2q}. (6)

There are three cases: if s1 “ s´1
2 , then σps1s2q “ 1 and }πps1qπps2q´1} “

}πps1s2q ´ πps1qπps2q} ă ε, and we are done by line (6); if s1s2 “ s P S,

then we have

}πps1qπps2q ´ σps1s2q} ď }πpsq ´ σpsq ´ pπpsq ´ πps1s2qq} ă 2ε

and again are done by line (6); finally, if s1s2 “ t “ lptqrptq P S2
zpSYteuq,

then

}πps1qπps2q ´ σps1s2q} ď }πps1qπps2q ´ πptq} ` }πptq ´ πplptqqπprptqq}}

` }pπplptqq ´ ulptqqπprptqq} ` }ulptqpπprptqq ´ urptqq}

ă 4ε

and again we are done by line (6).

One of the main reasons that ucp quasi-representations are useful is

the next result, which is classical; the reader might also compare [86,

Proposition 2.3], which gives a more detailed result for tracial approxi-

mations (and when the group has property (T)). To state it, we recall

that a linear map φ : A Ñ BpHq from a ˚-algebra A to BpHq is unital

completely positive (ucp) if it is unital, and if for all n and any a PMnpAq,

if φn : MnpAq Ñ MnpBpHqq is the map defined by applying φ entrywise,

then the element φpa˚aq PMnpBpHqq is a positive operator.

For more background on ucp maps between C˚-algebras and related

concepts we use below like operator systems and the LLP, we recommend

for example [28], [116], or [113].

Proposition 2.2. Let φ : Γ Ñ BpHq1 be a ucp quasi-representation in

the sense of Definition 1.3.

(i) There exists another Hilbert space H 1, an isometry v : H Ñ H 1, and

a unitary representation π : Γ Ñ BpHq such that φpgq “ v˚πpgqv

for all a P CrΓs.

(ii) There is a unique ucp map φ : C˚pΓq Ñ BpHq extending φ by lin-

earity and continuity.

(iii) If S is a symmetric subset of Γ and if ε ą 0 is such that

}φpsq˚φpsq ´ 1} ă ε and }φpsqφpsq˚ ´ 1} ă ε
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then

}φpgsq ´ φpgqφpsq} ă
?
ε and }φpgsq ´ φpgqφpsq} ă

?
ε

for all g P Γ. In particular, this holds of φ is an pS, εq-representation

as in Definition 1.3.

(iv) If φ is unitary-valued, then it is a representation.

Proof. Part (i) is essentially due to Naimark [108]; see for example [113,

Theorem 4.8] for a modern proof of the precise statement we give. Part (ii)

is a direct consequence of part (i): indeed, π : Γ Ñ BpH 1q extends uniquely

to a ˚-homomorphism π : C˚pΓq Ñ BpHq, and one checks directly that

the formula φpaq :“ v˚πpaqv defines a ucp extension of π to C˚pΓq.

For part (iii), let v and π be as in part (i) and define p :“ vv˚, which

is a projection on H 1. Then for any s P S,

}pπpsq˚p1´pqπpsqp} “ }vpv˚v´vπpsq˚vv˚πpsqvqv˚} “ }1´φpsq˚φpsq} ă ε.

Hence by the C˚-identity, }p1´ pqπpsqp} ă
?
ε. For any g P Γ and s P S,

we therefore have

}φpgsq ´ φpgqφpsq} “ }v˚πpgqπpsqv ´ v˚πpgqvv˚πpsqv}

“ }v˚πpgqp1´ pqπpsqv}.

As pv “ v, the right hand side above is at most
?
ε. The inequality

}φpgsq ´ φpgqφpsq} ă
?
ε follows similarly on reversing the roles of φpsq

and φpsq˚.

Finally, part (iv) follows from part (iii) on taking S “ Γ.

Remark 2.3. Analogously to part (iii) of Proposition 2.2, if φ : AÑ B is

a general ucp map between C˚-algebras and X is a subset of A such that

}φpaa˚q ´ φpaqφpaq˚} ă ε and }φpa˚aq ´ φpaq˚φpaq} ă ε for all a P X,

then

}φpabq ´ φpaqφpbq} ă
?
ε}b} and }φpbaq ´ φpbqφpaq} ă

?
ε}b}

for all b P A and a P X. The proof is essentially the same.

From Proposition 2.2, we see that the ucp condition is a strong one

to put on quasi-representations. Remarkably, however, under an assump-

tion on C˚pΓq that holds quite widely, any quasi-representation can be

approximated by a ucp quasi-representation. The goal of the rest of this

section is to establish this.

We next give the key definition, which is due to Kirchberg [85, Section

2]. For the statement, recall that an operator system is a norm-closed and

adjoint-closed subspace of a C˚-algebra that contains the unit. Recall

also if pnmq
8
m“1 is a sequence of natural numbers that

ś8

m“1 MnmpCq
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denotes the C˚-algebras of bounded sequences pamq with am P MnmpCq,
and

À8

m“1 MnmpCq denotes the ideal in this consisting of sequences pamq

such that }am} Ñ 0 as mÑ8.

Definition 2.4. A unital C˚-algebra A has the local lifting property

(LLP) if for any ucp map φ : A Ñ B{J into a quotient C˚-algebra and

any finite-dimensional operator system E Ď A, there exists a ucp map

ψ : E Ñ B that lifts φ, i.e. so that the following diagram commutes

B

��
E

ψ

77

// A
φ // B{J

(here the unlabeled maps are the canonical inclusion and quotient).

The C˚-algebra has the weak matricial LLP if the above conclusion

holds in the special case that B “
ś8

m“1 MnmpCq for some sequence

pnmq
8
m“1 of natural numbers, J is the ideal

À8

m“1 MnmpCq, and φ is a

unital ˚-homomorphism.

A group Γ has the (weak matricial) LLP if its maximal group C˚-

algebra C˚pΓq has the (weak matricial) LLP.

See Remark 5.5 below for a brief survey of the class of groups that are

known to have the LLP.

We next need to recall the notation of an injective C˚-algebra: see for

example [23, Section IV.2.1] for more background.

Definition 2.5. A unital C˚-algebra I is injective if for any operator

system E in a unital C˚-algebra A and any ucp map φ : E Ñ I, there

exists a ucp extension rφ : AÑ I, i.e. so that the diagram

A
rφ

��
E

OO

φ // I

commutes.

The only example of injective C˚-algebras we will need are products of

the form
ś8

m“1 MnmpCq: injectivity of such C˚-algebras is a direct con-

sequence of the finite-dimensional case of Arveson’s extension theorem as

in [4, Theorem 1.2.3] (see for example [113, Theorem 6.2] or [28, Corollary

1.5.16] for textbook treatments).

Variants of the next result are well-known: we got the idea from [98,

Lemma 2.1]; [76, Corollary 1.7] is also related. We could not find ex-

actly what we need in the literature, so provide a proof for the reader’s

convenience.
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Proposition 2.6. Let Γ be a countable group with the weak matricial

LLP. Then for any finite symmetric subset S of Γ and any ε ą 0 there

exists a finite subset T of Γ and δ ą 0 such that if φ : Γ Ñ MnpCq is a

pT, δq-representation in the sense of Definition 1.3 then there exists a ucp

pS, εq-representation ψ : Γ Ñ MnpCq such that }ψpsq ´ φpsq} ă ε for all

s P S.

Proof. Assume for contradiction that the statement fails. Let T1 Ď T2 Ď

T3 Ď ¨ ¨ ¨ be a nested collection of finite symmetric subsets of Γ with union

all of Γ. Then there exists a finite symmetric subset S of Γ and ε ą 0

such that for any m ě 1 there are nm P N and a pTm, 1{mq-representation

φm : Γ Ñ MnmpCq such that for any ucp pS, εq-representation ψ : Γ Ñ

MnmpCq, we have }ψpsq ´ φmpsq} ě ε for all s P S

Define M to be the C˚-algebra
ś8

m“1 Mnm , and let M0 be the ideal
À8

m“1 MnmpCq. Define M8 :“M{M0 and define

Φ : Γ ÑM8, g ÞÑ rφ1pgq, φ2pgq, ¨ ¨ ¨ s.

This is a homomorphism into the unitary group ofM8, so extends uniquely

by linearity and continuity to a unital ˚-homomorphism Φ : C˚pΓq ÑM8.

Let E Ď C˚pΓq be the (finite-dimensional) operator system spanned by

t1uYSYS2. Then by the weak matricial LLP for C˚pΓq there is a ucp map

Ψ : E Ñ M such that Ψ lifts Φ|E . As M is an injective C˚-algebra, we

may extend Ψ to a ucp map Ψ : C˚pΓq ÑM . Write ψm : C˚pΓq ÑMnm

for the compositions of Ψ with the canonical quotient map M Ñ Mnm

defined by evaluating at the mth coordinate, and note that ψm is also ucp.

Note now that the sequence pφmpsqq
8
m“1 PM is bounded by definition

of a quasi-representation and in particular, it is an element of M that lifts

Φpsq. As Ψpsq also lifts Φpsq, we have that Ψpsq ´ pφmpsqq PM0, i.e. that

ψmpsq´φmpsq Ñ 0 as mÑ8. It follows that for suitably large m, ψm is

a ucp pS, εq-representation, and satisfies }ψmpsq´φmpsq} ă ε for all s P S,

contradicting the assumption.

Let us make a few comments on the relation of the LLP and weak-

matricial LLP.

Remark 2.7. The version of the LLP where one stipulates that ucp maps

from A into B{J where B “
ś8

m“1 MnmpCq and J “ ‘8m“1MnmpCq lift

to ucp maps is equivalent to the general case of the LLP: this follows from

arguments of Ozawa in [111]; see particularly [111, Remark 2.11].

On the other hand, the weak matricial LLP is genuinely weaker than

the usual LLP. Indeed, there are C˚-algebras without the LLP that do

not admit any non-zero ˚-homomorphisms into B{J as above. For exam-

ple, any C˚-algebra admitting such a ˚-homomorphism has a non-trivial

stably finite quotient and this is not the case for Bp`2pNqq; this C˚-algebra
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is known not to have the LLP as a consequence of [78, Corollary 3.1] (see

also [28, Corollary 13.2.5 and Theorem 13.5.1] for a textbook exposition).

We do not know if the weak matricial LLP is genuinely weaker than

the LLP for group C˚-algebras, or even for RFD group C˚-algebras. It

was pointed out to us by Tatiana Shulman that the weak matricial LLP

for A is equivalent to the Brown-Douglas-Fillmore semigroup ExtpAq (see

for example [74, Chapter 2]) being a group whenever A is an RFD C˚-

algebra, and that it is open whether ExtpAq being a group is equivalent

to the LLP in this level of generality.

3 Controlled K-homology, KL-theory, and

total K-theory

Our goal in this section is to recall the definition of controlled K-homology

and its relation with KL-theory from [139]. We then relate that to the

action of KL-theory on total K-theory from [47, 40]. Throughout this

section, anything called A is a separable unital C˚-algebra; we are only

interested in the case that A “ C˚pΓq, but the extra generality makes no

difference.

This section is perhaps the most technical of the paper, and we allow

ourselves to skip some standard K-theoretic details where this seemed

unlikely to cause confusion. We hope a background in C˚-algebra K-

theory at the level of [122] should be enough to understand this material:

although we use K-homology, KL-homology, and a very small amount of

KK-theory, we only really need formal properties of these other theories.

3.1 Controlled K-homology

We start with the definition of controlled K-homology from [139]. Let us

say that a representation of a C˚-algebra is infinitely amplified if it is a

countably infinite direct sum of some other representation.

Definition 3.1. Let A be a separable unital C˚-algebra. Fix a faithful,

unital, infinitely amplified representation A Ď BpHq of A on a separable

Hilbert space H.

For ε ą 0 and a finite subset X of the unit ball of A, define

PεpXq :“

#

p PM2pBpHqq p “ p˚ “ p2, p´ p 1 0
0 0 q PM2pKpHqq,

and }rp, xs} ă ε for all x P X

+

.

Define the controlled (even) K-homology group

K0
ε pXq :“ π0pPεpXqq
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to be the set of path components of PεpXq. The group operation on

K0
ε pXq is defined by

rps ` rqs :“ rsps˚ ` tqt˚s

where s and t are isometries in the commutant of A satisfying the Cuntz

O2-relation ss˚ ` tt˚ “ 1 (the choice of such isometries does not matter:

we refer to [139, Proposition 6.5] for details, but will not need to use the

specifics).

With this structure, each K0
ε pXq is a countable abelian group. It does

not depend on the choice of representation by (a slight variant of) [139,

Lemma 6.6].

Definition 3.2. Let φ : A Ñ B be a linear map from a ˚-algebra to a

C˚-algebra, let X be a finite subset of A, and let ε ą 0. Then φ is called

an pX, εq-˚-homomorphism if

}φpx˚q ´ φpxq˚} ă ε13 and }φpxyq ´ φpxqφpyq} ă ε.

for all x, y P X.

Example 3.3. The most important examples of pX, εq-˚-homomorphisms

for us come from almost commuting projections. Indeed, let X be a

finite subset of the unit ball of a C˚-algebra A, π : A Ñ B be a ˚-

homomorphism. Let ε ą 0 and let p P B be a projection such that

}rp, xs} ă ε for all x P X. Then one checks directly that the map

φ : AÑ B, a ÞÑ pπpaqp

is an pX, εq-˚-homomorphism. A map of the form above is moreover ucp,

and in fact any ucp pX, εq-˚-homomorphism arises like this (at the price

of making ε a little bigger): compare the proof of Lemma 4.4 below.

Definition 3.4. Let A be a separable, unital C˚-algebra. Let IA be the

set of ordered pairs pX, εq where X is a finite subset of the unit ball of A,

and ε ą 0. We order IA by stipulating that pX, εq ď pY, δq if whenever

φ : AÑ B is a ucp pY, δq-˚-homomorphism in the sense of Definition 3.2,

then φ is also an pX, εq-˚-homomorphism.

To settle conventions, it will be convenient to recall a standard defini-

tion from algebra.

Definition 3.5. Let I be a directed set, and let pGiqiPI be an inverse

system of abelian groups, i.e. for each j ě i, there are homomorphisms

φij : Gj Ñ Gi such that φij ˝ φjk “ φik for all k ě j ě i, and such that

φii is the identity on Gi for all i P I.

13We will typically apply this definition to ucp maps, in which case “φpx˚q “ φpxq˚” holds

automatically. For ˚-preserving linear maps, what we call “being an pX, εq-˚-homomorphism”

is often referred to as being “pX, εq-multiplicative” in the literature.
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The inverse limit of an inverse system pGiqiPI with connecting maps

pφijqi,jPI,jěi is defined to be

lim
Ð
Gi :“

#

pgiq P
ź

iPI

Gi | φijpgjq “ gi for all j ě i

+

.

If each Gi is a topological14 abelian group then lim
Ð
Gi is equipped with

the subspace topology it inherits from the product topology on
ś

Gi.

Remark 3.6. Let IA be as in Definition 3.4.

(i) The set IA is directed: an upper bound for pX, εq and pY, δq is

pX Y Y,mintε, δuq.

(ii) If pX, εq ď pY, δq then we have an inclusion

PδpY q Ď PεpXq

(consider the ucp map defined by compression by an element of

PδpY q as in Example 3.3). Thus there is a canonical ‘forgetful map’

θ : K0
δ pY q Ñ K0

ε pXq

induced by the identity inclusion PδpY q Ñ PεpXq. These forgetful

maps make the family of groups pK0
ε pXqqpX,εqPIA into an inverse

system.

(iii) Recall that a subset S of a directed set I is cofinal if for all i P I

there is s P S with s ě i. The directed set IA has cofinal sequences:

for example, if X1 Ď X2 Ď ¨ ¨ ¨ is a nested sequence of subsets of the

unit ball of A with dense union and εn Œ 0, then ppXn, εnqq
8
n“1 is

cofinal. Moreover, if A is finitely generated by some subset X of its

unit ball, then any sequence ppX, εnqq
8
n“1 with εn Œ 0 is cofinal.

Passing to a cofinal subset does not affect an inverse limit. As such,

for our applications, we could replace IA by a sequence; this is oc-

casionally technically useful, but we will not do so in this paper.

Definition 3.7. We write lim
Ð
K0
ε pXq for the inverse limit of the inverse

system pK0
ε pXqqpX,εqPIA from Remark 3.6 part (ii), equipped with the

topology it inherits by equipping each Kε
0pXq with the discrete topology.

We now recall the relation of the group from Definition 3.7 to analytic

K-homology. The latter was introduced by Kasparov [79] and Brown-

Douglas-Fillmore [27]; see [74] for a textbook treatment. The (even) K-

homology group K0
pAq of a separable C˚-algebra is an abelian group

equipped with a canonical (possibly non-Hausdorff) topology: see [27, 8.5]

for the original version of this topology, and [40] for a definitive modern

14Typically discrete in our applications.
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treatment (in a more general context). Let t0u denote the closure of 0 in

K0
pAq, and following Dadarlat [40, Section 5]15 define

KL0
pAq :“ K0

pAq{t0u (7)

to be the associated maximal Hausdorff quotient group. We call KL0
pAq

the KL-homology group of A.

The following result is (a special case of part of) [139, Proposition

A.18].

Theorem 3.8. For any unital separable C˚-algebra A, there is a canon-

ical homeomorphism

Θ : KL0
pAq Ñ lim

Ð
K0
ε pXq.

3.2 Controlled K-theory with finite coefficients

In this subsection, we recall the definition of K-theory with finite coef-

ficients and introduce a controlled variant of this. We then recall the

coefficient change operations and use these to bundle all the K-theory

groups with various coefficients into a single object and discuss homomor-

phisms between these objects. Finally, we relate the group lim
Ð
K0
ε pXq of

Definition 3.7 above to this object.

K-theory with finite coefficients was introduced into C˚-algebra the-

ory by Schochet [124], based on a construction of Dold for generalized

homology theories [52, Section 1]. The original definition (see [124, Defi-

nition 1.2]) is K˚pA;Z{nq :“ K˚pA b Cnq for a particular commutative,

non-unital C˚-algebra Cn that satisfies

K0pCnq “ Z{n and K1pCnq “ 0. (8)

One can replace Cn with any ‘reasonable’ C˚-algebra with the K-theory

groups as in line (8) above: see [124, Theorem 6.4]. For us, it will be

convenient to use the Cuntz algebras On`1 for 2 ď n ă 8, primarily as

they are unital16. See [37] for the original definition of Cuntz algebras,

and [121, Section 4.2] for further background.

Definition 3.9. Let A be a C˚-algebra and let n ě 2. The K-theory of

A with coefficients in Z{n is defined to be

K˚pA;Z{nq :“ K˚pAbOn`1q.

15The KL groups were originally introduced by Rørdam under more stringent conditions on

A using algebraic ideas: see [120, Section 5]. The equivalence of the definition in line (7) with

Rørdam’s (under Rørdam’s conditions on A) follows from [125, Theorem 3.3] or [39, Corollary

4.6].
16There is no unital commutative C˚-algebra satisfying the conditions in line (8), so we

cannot get away with something commutative.
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We will next introduce a ‘controlled’ variant of K-theory, possibly

with finite coefficients. The original version of controlled K-theory is from

[143], and is adapted to geometric motivations; the version we give below

is adapted to abstract C˚-algebras and ucp pX, εq-˚-homomorphisms in

the sense of Definition 3.2.

Definition 3.10. Let A and B be C˚-algebras with A unital, let X be

a finite subset of A, and let ε ą 0. A projection p P A b B is pX, εq-

compatible if whenever φ : A Ñ C is a ucp pX, εq-˚-homomorphism to

another C˚-algebra C in the sense of Definition 3.2, we have that17

spectrum
`

pφb idBqppq
˘

Ď r0, 1{4q Y p3{4, 1s.

Write ProjX,εpAbBq for the set of pX, εq-compatible projections in AbB.

Definition 3.11. Let A be a unital C˚-algebra, let X be a finite subset

of the unit ball of A such that X “ X˚, and let ε ą 0. For each n ě 2

define

Qε
pX;Z{nq :“

8
ğ

k“1

Projε,XpAbMkpCq bOn`1q.

Let „ be the equivalence relation on Qε
pX;Z{nq generated by the condi-

tions below:

(i) p „ q if both are in the same path component of some Projε,XpAb

MkpCq bOn`1q;

(ii) p „ q if p P Projε,XpA bMkpCq b On`1q and there is m ě 1 such

that q P Projε,XpAbMk`mpCq bOn`1q and q “ p‘ 0m.

Define VεpX;Z{nq to be Qε
pX;Z{nq{ „, and define Kε

0pX;Z{nq to be the

Grothendieck group of VεpX;Z{nq.
Define Qε

pXq, VεpXq, and Kε
0pXq analogously, but omitting the On`1.

We call the groups Kε
0pX; ¨ q controlled K-theory groups.

The definition of Kε
0pX; ¨ q is motivated by the following basic lemma,

whose proof we leave to the reader.

Lemma 3.12. Let A be a unital C˚-algebra, let X be a finite subset of the

unit ball of A such that X “ X˚, and let ε ą 0. Let φ : A Ñ B be a ucp

pX, εq-˚-homomorphism as in Definition 3.2. Let χ be the characteristic

function of p1{2,8q.

For any n ě 2 and projection p P AbMkpCq bOn`1, define

φ˚ppq :“ χppφb idMkpCqbOn`1
qppqq P B bMkpCq bOn`1.

Then the assignment rps ÞÑ rφ˚ppqs uniquely determines homomorphisms

φ˚ : Kε
0pXq Ñ K0pBq

17As φ is contractive and positive, the spectrum is automatically contained in r0, 1s; the

condition is thus saying that the spectrum avoids r1{4, 3{4s.
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and also

φ˚ : Kε
0pX;Z{nq Ñ K0pB;Z{nq

for each n ě 2.

Note that if we drop the condition that the projections and homotopies

used to define Kε
0pX; ¨ q above are pX, εq-compatible, then we just get

K0pA; ¨ q. Thus Lemma 3.12 says that the groups Kε
0pX; ¨ q are in some

sense ‘the part18 of K0pA; ¨ q on which ucp pX, εq-˚-homomorphisms act’.

Having introduced these groups, we introduce natural transformations

between them. There are several equivalent ways to do this: see for exam-

ple [47, Section 1.2] or [48, Section 6]. The discussion in [31, Appendix A]

gives a recent overview, and in particular [31, Lemma A.4] gives a proof

that all ‘reasonable’ approaches give the same outcome.

Definition 3.13. For notational convenience, define Bn “ C for n “ 1,

and Bn “ On`1 for n ě 2.

Let Λ0 be the (small) category with object set trns | n ě 1u, and

with morphisms given by Homprns, rmsq “ KKpBn, Bmq. Composition of

morphisms given by the Kasparov product.

A Λ0-module is a functor from the category Λ0 to the category of

abelian groups: more concretely, a Λ0 module is a sequence G “ pGnq
8
n“1

such that elements of KKpBn, Bmq define morphisms from Gn to Gm,

compatibly with the relations between these morphisms in theKK-category.

Given Λ0-modules G and H, we define

HomΛ0pG,Hq

to be the set of natural transformations from G to H: more concretely,

an element of this Hom set is a sequence of group homomorphisms pαn :

Gn Ñ Hnq
8
n“1 that intertwine the morphisms coming from KKpBn, Bmq.

We equip HomΛ0pG,Hq with the abelian group structure defined by

pαnq ` pβnq :“ pαn ` βnq

and with the topology of pointwise convergence, i.e. a net pαpiqqiPI con-

verges to α if and only if for every n, and every g P Gn there exists in,x P I

such that for all i ě in,x, α
piq
n pgq “ αnpgq.

Example 3.14. Let A be a C˚-algebra, and let K0pAq denote the se-

quence of abelian groups pGnq
8
n“1 with G1 “ K0pAq and Gn “ K0pA;Znq.

Then K0pAq is a Λ0-module, with the action defined by Kasparov product.

We call K0pAq the total K-theory of A.

Moreover, a homomorphism φ : A Ñ B (or more generally, an ele-

ment of KKpA,Bq) induces an element φ˚ of HomΛ0pK0pAq,K0pBqq by

associativity of the Kasparov product.

18 The word ‘part’ may be misleading: there is a canonical map Kε
0pXq Ñ K0pAq, but it is

probably not injective in general.
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Remark 3.15. We warn the reader that what we call HomΛ0pK0pAq,K0pBqq

is usually not used in favor of a group HomΛpK˚pAq,K˚pBqq that also

includes the K1-groups, and additional (‘Bockstein’) natural transforma-

tions that switch degrees, i.e. that map between between K0pA; ¨ q and

K1pA; ¨ q and vice versa: see [47, Section 1.4]. In our language, Λ can be

described as the category with objects tri, ns | i P t0, 1u, n ě 1u, and where

Hompri, ns, rj,msq “ KKi`j mod 2pBn, Bmq and then HomΛpK˚pAq,K˚pBqq

is defined analogously to HomΛ0pK0pAq,K0pBqq. However, the only ex-

ample we actually use will be B “ C, in which case the natural forgetful

map

HomΛpK˚pAq,K˚pCqq Ñ HomΛ0pK0pAq,K0pCqq

is an isomorphism; thus we hope our approach should cause no confusion.

One can carry out an analogous construction for the controlled K-

theory groups of Definition 3.11.

Lemma 3.16. Let A be a unital C˚-algebra, let X be a finite subset

of the unit ball of A such that X “ X˚, and let ε ą 0. Let Kε
0pXq

denote the sequence of abelian groups pGnq
8
n“1 with G1 “ Kε

0pXq and

Gn “ Kε
0pX;Znq.

Then Kε
0pXq can be made into a Λ0-module in a canonical way. More-

over, if φ : AÑ B is a ucp pX, εq-˚-homomorphism as in Definition 3.2,

then the induced maps φ˚ of Lemma 3.12 define an element

φ˚ P HomΛ0pK
ε
0pXq,K0pBqq.

Proof. Let Bn be the C˚-algebras from Definition 3.13. It follows from

the Kirchberg-Phillips classification theorem [114, 87]19 that any element

of KKpBn, Bmq can be realized by a unital ˚-homomorphism φ : Bn Ñ

MkpBmq for an appropriate k P N20 (see for example [64, Theorem A], and

moreover that any such homomorphism is unique up to asynmptotically

unitary equivalence (see for example [64, Theorem B]). One checks directly

that unital ˚-homomorphisms induce maps between controlled K-theory

groups; and the uniqueness result guarantees that this is well-defined.

Compatibility of this structure with the maps induced by an pX, εq-

˚-homomorphism follows as if φ : A Ñ B and ψ : C Ñ D are ucp maps

between C˚-algebras, then

pidB b ψq ˝ pφb idCq “ pφb idDq ˝ pidA b ψq.

Our next task is to relate the Λ0-module K0pAq of Example 3.14 and

Kε
0pXq of Lemma 3.16.

19We recall only need this for Cuntz algebras, in which case the essential results were known

earlier [120, 58]; however, it is probably simpler to just use the full Kirchberg-Phillips theorem.

See [64] for a recent approach that is somewhat simpler than the original one of Kirchberg

and Phillips.
20Including matrix algebras is necessary to ensure that the units go to the correct place.
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Let IA be the directed set of Definition 3.4. Then for pX, εq ď pY, δq

in IA there are canonical maps

Kε
0pX;Z{nq Ñ Kδ

0 pY ;Z{nq

induced by the identity inclusions Qε
pX;Z{nq Ñ Qδ

pY ;Z{nq, and simi-

larly for the case with integer coefficients. These maps fit together into

maps of Λ0-modules, so we get a directed system

pKε
0pXqqpX,εqPIA

in the category of Λ0-modules. For each pX, εq there are moreover canon-

ical homomorphisms

Kε
0pX;Z{nq Ñ K0pA;Z{nq (9)

induced by the identity inclusions of pX, εq-compatible projections into

all projections, and similarly for the case with integer coefficients. These

again fit together to give maps of Λ0-modules

Kε
0pXq Ñ K0pAq. (10)

The following lemma can be compared to the analogous results in other

versions of controlled K-theory: see for example [68, Proposition 4.9] or

[109, Discussion around Remark 1.18].

Lemma 3.17. Let A be a unital C˚-algebra. The maps of line (10) induce

canonical isomorphisms

lim
Ñ
Kε

0pX;Z{nq – K0pA;Z{nq (11)

and similarly

lim
Ñ
Kε

0pXq – K0pAq. (12)

These maps fit together to define an isomorphism of

lim
Ñ
Kε

0pXq – K0pAq

in the category of Λ0-modules. Finally, this isomorphism induces a canon-

ical algebraic isomorphism

κ : lim
Ð

HomΛ0pK
ε
0pXq,K0pBqq – HomΛ0pK0pAq,K0pBqq. (13)

that is moreover a homeomorphism if each of the HomΛ0 groups involved

is equipped with the topology of pointwise convergence, and the left hand

side is equipped with the inverse limit topology.

Proof. For the isomorphisms of lines (11) and (12), the essential point is

that any finite set of projections in AbMkpCqbOn`1 is pX, εq-compatible

for a large enough element of the set IA of Definition 3.4: to see that
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this, approximate the projections by finite sums of elementary tensors,

take X to contain all of the elements of A appearing in such tensors (we

may assume all of these to be in the unit ball of A), and take ε suitably

small; we leave the elementary-but-messy details to the reader. Using

compactness of the unit interval r0, 1s, this also implies that any homotopy

of projections is pX, εq-compatible for suitable pX, εq. The direct limit

isomorphisms of lines (11) and (12) follow readily from these observations:

we leave the remaining details to the reader.

We leave the direct checks that these isomorphisms induce an isomor-

phism in the category of Λ0-modules. The isomorphism of line (13) is

essentially just a restatement of the universal property of direct limits,

and the statement that it is a homeomorphism also follows directly from

the definitions.

We now come to the action of the controlled K-homology groups of

Definition 3.1 on the controlled K-theory groups of Definition 3.10.

Lemma 3.18. Let A be a unital C˚-algebra, let X be a finite subset of

the unit ball of A such that X “ X˚, and let ε P p0, 1{24q. Let p be

an element of the set PεpXq of Definition 3.1, and let q be an element

of the set Qε
pX;Z{nZq of Definition 3.10. In particular, recall that q P

A bMkpCq b On`1 and p P M2pCq b BpHq, where A Ď BpHq is a fixed

infinitely amplified, faithful, unital representation, and p is of the form

p “ p 1 0
0 0 q ` b for some b PM2pKpHqq. Finally, let χ be the characteristic

function of p1{2,8q.

Then the formula

xp, qy :“ χ
´

p 1 0
0 0 q ` p1M2pCq b qqpbb 1MkpCqbOn`1

qp1M2pCq b qq
¯

. (14)

gives a well-defined projection in M2pBpHq bMkpCq b On`1q whose dif-

ference with p 1 0
0 0 q is in M2pKpHq bMkpCq bOn`1q.

This works completely analogously on omitting On`1.

Proof. For simplicity of notation, let us write q for 1M2pCq b q, b for b b

1MkpCqbOn`1
, p for pb 1MkpCqbOn`1

, and e for p 1 0
0 0 q. Note first that as q

is pX, εq-compatible (see Definition 3.10), we have by Example 3.3 that

spectrumppqpq Ď r0, 1{4q Y p3{4, 1s.

Writing p “ e` b and using that re, qs “ 0, we see that

pqp “ eq ` bqe` eqb` bqb;

as }rq, ps} “ }rq, bs} ă ε, this is within 6ε of

eq ` qpbe` eb` b2qq, (15)
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whence eq ` qpbe` eb` b2qq has spectrum contained in r0, 1{2q Y p1{2, 1s

as 6ε ă 1{4. On the other hand, as pe ` bq2 “ p2
“ p “ pe ` bq, we have

that be ` eb ` b2 “ b, and so the element in line (15) equals eq ` qbq.

As ep1 ´ qq is orthogonal to this projection, we see that the spectrum of

e ` qbq is contained in r0, 1{2q Y p1{2, 1s; however, up to our notational

simplifications, this is the element

p 1 0
0 0 q ` p1M2pCq b qqpbb 1MkpCqbOn`1

qp1M2pCq b qq

appearing in the statement of the lemma. Hence χ is continuous on the

spectrum of this element, and the functional calculus gives that the ele-

ment χpe` qbqq appearing in the statement is a well-defined projection in

M2pBpHqbMkpCqbOn`1q. On the other hand, on the spectrum of e`qbq,

χ is a uniform limit of a sequence pfkq
8
k“1 of polynomials with fkp0q “ 0

and fkp1q “ 1. For any such polynomial, fkpeq “ e, and one computes

directly that fkpeq´fkpe`qbqq lies in the ideal M2pKpHqbMkpCqbOn`1q

for each k. Taking the limit in k completes the proof.

The next result is the main goal of this subsection. At this point, the

proof consists of direct checks that we leave to the reader.

Proposition 3.19. Let A be a unital C˚-algebra, let X be a finite subset

of the unit ball of A such that X “ X˚, and let ε P p0, 1{100q. Let p be

an element of the set PεpXq of Definition 3.1. Then with notation as in

Lemma 3.18, the formula

ΦpX,εqppq : rqs Ñ rxp, qys ´ r 1 0
0 0 s

induces a well-defined homomorphism

ΦpX,εqppq : Kε
0pX;Z{nq Ñ K0pKpHq bOn`1q – K0pC;Z{nq

and similarly

ΦpX,εqppq : Kε
0pXq Ñ K0pKpHqq – K0pCq.

These homomorphisms fit together to give a well-defined homomorphism

ΦpX,εq : Kε
0pXq Ñ HomΛ0pK

ε
0pXq,K0pCqq

that is continuous when the left hand side is equipped with the discrete

topology, and the right hand side has the topology of pointwise convergence.

Finally, taking inverse limits over the set IA of Definition 3.4 and

applying Lemma 3.17 gives a homomorphism

Φ : lim
Ð
K0
ε pXq Ñ HomΛ0pK0pAq,K0pCqq, (16)

which is moreover continuous when HomΛ0pK0pAq,K0pCqq is equipped

with the topology of pointwise convergence.
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We will need one more piece of terminology and observation for later

sections.

Definition 3.20. Let A be a C˚-algebra. We define a K-datum P for A

to be a collection tPnunPF where F is a finite subset of N, and each Pn is

a finite subset of K0pA;Z{nq for n ě 2, or of K0pAq for n “ 1.

Given aK-datum P and another C˚-algebraB, we write HomΛ0pP,K0pBqq

for the quotient of HomΛ0pK0pAq,K0pBqq by the equivalence relation de-

fined by: α „ β if αn and βn agree on all elements of Pn for all n ě 1.

Lemma 3.21. Let A be a unital C˚-algebra, and let B be abother C˚-

algebra. For any K-datum P there exists an element pX, εq of the directed

set IA of Definition 3.4 with the following properties:

(i)

HomΛ0pK0pAq,K0pBqq Ñ HomΛ0pP,K0pBqq

factors as the composition of the canonical quotient map

HomΛ0pK0pAq,K0pBqq Ñ HomΛ0pK
ε
0pXq,K0pBqq

arising from the isomorphism κ of line (13), and a homomorphism

κ
pX,εq
P : HomΛ0pK

ε
0pXq,K0pCqq Ñ HomΛ0pP,K0pCqq.

(ii) There exists γ ą 0 such that if φ, ψ : A Ñ MnpCq are ucp pX, εq-˚-

homomorphisms such that

}φpxq ´ ψpxq} ă γ

for all x P X, then with notation as in Lemma 3.16

κ
pX,εq
P pφ˚q “ κ

pX,εq
P pψ˚q.

Proof. Let P be as given. Let pX, εq P IA be large enough so that P

is contained in the image of the canonical map Kε
0pXq Ñ K0pAq as in

Lemma 3.17. It is straightforward to check that (i) holds.

For (ii), enlarging X, we may assume that for each rps ´ rqs P P there

are k, n P N such that p and q is in the C˚-subalgebra of AbMkpCqbOn`1

generated by elementary tensors of the form a b m b o with a P X,

m P MkpCq and o P On`1 (or with the On`1 omitted as appropriate).

Part (ii) follows on noting that for any such rps ´ rqs we can force

}pψ b idqppq ´ φb idqppq} ă 1{10

by choosing ε and γ small enough (here we use Remark 2.3), and similarly

for q.
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3.3 The approximate K-homology UCT

The Kasparov product defines a pairing

K0
pAq Ñ HomΛpK0pAq,K0pCqq

of the usual K-homology group of a C˚-algebra A with its total K-theory

as in Examples 3.14. This is continuous when HomΛ0pK0pAq,K0pCqq is

equipped with the topology of pointwise convergence: indeed, this a spe-

cial case of continuity of the Kasparov product [40, Theorem 3.5]. As

the topology of pointwise convergence on HomΛ0pK0pAq,K0pCqq is Haus-

dorff, this pairing necessarily sends the closure t0u of the trivial subgroup

to zero, and so descends to a pairing

Ψ : KL0
pAq Ñ HomΛ0pK0pAq,K0pCqq (17)

of the KL-homology group of line (7) with total K-theory.

We now need to appeal to the universal coefficient theorem of Rosen-

berg and Schochet [123]. We will not need the UCT at its full strength,

‘just’ the property in the next definition.

Definition 3.22. A separable unital C˚-algebra A satisfies the approxi-

mate K-homology UCT if the continuous homomorphism Ψ from line (17)

is a homeomorphism.

The following theorem is a special case of a result of Dadarlat [40,

Theorem 4.1].

Theorem 3.23 (Dadarlat). Let A be a separable, unital C˚-algebra that

satisfies the UCT. Then A satisfies the approximate K-homology UCT of

Definition 3.22.

Remark 3.24. The reader might compare the approximate K-homology

UCT to the Approximate UCT (AUCT) introduced by Lin in [97] as a

bivariant version of Definition 3.22 above. Dadarlat showed the AUCT to

be equivalent to the full UCT for a nuclear C˚-algebra A in [40, Theorem

5.4]. Definition 3.22 can be thought of as the ‘AUCT for K-homology’ (as

opposed to for full bivariant KK-theory).

Essentially the same argument as for Theorem 3.23 shows that the

approximate K-homology UCT is implied by Brown’s K-homology UCT

[26], i.e. there are general implications

UCT ñ K-homology UCT ñ approximate K-homology UCT.

We do not know if either implication is reversible (although it seems un-

likely). There are examples of C˚-algebras that do not satisfy the UCT:

the first such examples come from [128, Sections 4 and 5], and these are

still probably the most tractable C˚-algebras known to fail the UCT. I

do not know if there are C˚-algebras that do not satisfy the K-homology

UCT.
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Having got through these preliminaries, our last aim in this subsection

is to record the following result. The proof is essentially bookkeeping, and

more-or-less follows from results already in the literature; unfortunately,

however, the isomorphism Θ of Theorem 3.8 is not defined very directly,

so there is quite a lot of bookkeeping to do.

Theorem 3.25. With Θ, Φ and Ψ as in Theorem 3.8, Proposition 3.19,

and line (17) respectively, the diagram below commutes

KL0
pAq

Θ //

Ψ
((

lim
Ð
K0
ε pXq

Φ

��
HomΛ0pK0pAq,K0pCqq

.

Moreover, all the maps are continuous, and Θ is a homeomorphism. If

also A satisfies the approximate K-homology UCT of Definition 3.22 then

Φ and Ψ are also homeomorphisms.

We need one more lemma before we get to the proof of this.

Lemma 3.26. Let B be a stable21 C˚-algebra. Let

ApBq :“
Cbpr1,8q, Bq

C0pr1,8q, Bq

be the asymptotic algebra in the sense of Connes-Higson [36]. Then the

inclusion of B in ApBq as constant functions induces an isomorphism on

K-theory.

Moreover, an inverse to this isomorphism can be defined as follows.

First, one shows that any element of K0pApBqq can be represented in

the form rps ´ r 1 0
0 0 s, where p is a projection in the 2 ˆ 2 matrices over

the unitization of ApBq whose difference with p 1 0
0 0 q is in M2pApBqq. Let

a be a self-adjoint element of the 2 ˆ 2 matrices over the unitization of

Cbpr1,8q, Bq that lifts p and is such that a´p 1 0
0 0 q is in M2pC0pr1,8q, Bq.

Let χ be the characteristic function of p1{2,8q. Then the inverse we want

can be given by

rps ´ r 1 0
0 0 s ÞÑ rχpaptqqs ´ r 1 0

0 0 s

for any sufficiently large t P r1,8q.

If we instead define

AupBq :“
Cubpr1,8q, Bq

C0pr1,8q, Bq

where Cubpr1,8q, Bq denotes uniformly continuous and bounded functions

from r1,8q to B, then the same statements hold with AupBq in place of

ApBq.

21We warn the reader that something like the stability assumption is necessary. For example,

the conclusion fails if B “ C.
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Proof. The C˚-algebra C0pr1,8q, Bq is contractible, so for the isomor-

phism result it suffices to show that the constant inclusionB Ñ Cbpr1,8q, Bq

induces an isomorphism on K-theory. For this, it suffices to show that

the evaluation-at-one map Cbpr1,8q, Bq Ñ B induces an isomorphism

on K-theory, and for this it suffices to show that K˚pIq “ 0, where

I :“ tf P Cbpr1,8q, Bq | fp1q “ 0u is the kernel of that map.

Let then

IO :“ C0pp1, 2s, Bq
8
ź

n“1

Cpr2n`1, 2n`2s, Bq, IE :“
8
ź

n“1

Cpr2n, 2n`1s, Bq

and

IZ :“
8
ź

n“2

B.

Then there is a pullback square of C˚-algebras and canonical restriction

morphisms

I //

��

IO

��
IE // IZ

(18)

giving rise to a Mayer-Vietoris sequence

K0pIq // K0pIOq ‘K0pIEq // K0pIZq

��
K1pIZq

OO

K1pIOq ‘K1pIEqoo K1pIqoo

(19)

where the horizontal maps are induced by the morphisms in line (18) (see

for example [140, Definition 2.7.14 and Proposition 2.7.15]). On the other

hand, using stability of B, the K-theory of the direct products splits

KipIOq – KipC0pp1, 2s, Bqq
8
ź

n“1

KipCpr2n` 1, 2n` 2s, Bqq

and similarly for IE and IZ (see for example [140, Proposition 2.7.12]).

The required vanishing result follows readily from this and a computation

based on the Mayer-Vietoris sequence in line (19).

For the construction of the inverse, it suffices to show that the given

process induces a well-defined map on K-theory that is a one-sided inverse

to the constant inclusion. This is straightforward: we leave the details to

the reader.

Finally, the uniformly continuous case follows from exactly the same

argument (or an argument based on an Eilenberg swindle: compare [140,

page 229]).
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Proof of Theorem 3.25. Continuity of Ψ is a special case of [40, Theorem

3.5] as already noted above. Continuity of Φ is contained in Proposition

3.19. Moreover, that Θ is a homeomorphism is covered in Theorem 3.8

above. On the other hand, if A satisfies the approximate K-homology

UCT of Definition 3.22, then Ψ is a homeomorphism by definition. Hence

Φ will also be a homeomorphism in that case once we have established

commutativity; this is the rest of the proof.
For commutativity, we use the following diagram

KL0pAq

Θ

++

Ψ ,,

K0pAq
α1

oo
α2

//

β1

''

K0pC
˚
L,uc

pAqq
α3

//

β2

��

K0pC
˚
L,c

pAqq
α4

//

β3

vv

lim
Ð
K

0
ε pXq

Φrr
HomΛ0

pK0pAq, K0pCqq

(20)

that we explain now.

We start with the top part of the diagram. The map labeled α1 is

the canonical quotient map from K-homology to KL-homology. The C˚-

algebra C˚L,cpAq (respectively, C˚L,ucpAq) consists of bounded and continu-

ous (respectively, uniformly continuous) functions b : r1,8q Ñ KpHq such

that rbptq, as Ñ 0 as t Ñ 8 for all a P A. The map labeled α2 is defined

and shown to be an isomorphism in [49, Theorem 4.5]22. The map la-

beled α3 is the canonical inclusion, and is shown to be an isomorphism in

[139, Theorem 3.4]. The map labeled α4 is defined by first showing that

every element of C˚L,cpAq can be represented in the form rps ´ r 1 0
0 0 s for

some projection p in M2pC
˚
L,cpAq

`
q (here C˚L,cpAq

` is the unitization of

C˚L,cpAq) such that p ´ p 1 0
0 0 q P M2pCL,cpAqq; then choosing tX,ε P r1,8q

for each pX, εq such that }rpt, xs} ă ε for all t ě tX,ε and all x P X and

sending rps ´ r 1 0
0 0 s to the element prptX,ε sqpX,εqPIA of the inverse limit.

Now, the proofs of [139, Theorem 4.14 and Proposition A.18] give that

the map α4 ˝ α3 ˝ α2 : K0
pAq Ñ lim

Ð
K0
ε pXq descends to an isomorphism

on K-homology; this is exactly the map we are calling Θ, and therefore

the top part of the diagram commutes.

Let us now look at the lower triangles in diagram (20). The map la-

beled β1 is the standard pairing between K-homology and total K-theory;

as the map Ψ is by definition the map this induces on KL-homology, the

left-most triangle in diagram (20) commutes.

The maps labeled β2 and β3 are versions with coefficients of the map

defined by Wang, Zhang, and Zhou in [135, Definition 3.6] that we now

22This is slightly off: the paper [49] uses non-unital absorbing representations; it is not

difficult to show that for unital C˚-algebras one may instead use a unital absorbing repre-

sentation, and that this makes no difference on the level of K-theory, however. This slight

elision occurs at a few other points in the proof below, and is not a serious issue anywhere it

appears.
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spell out. For notational simplicity, however, we just do the pairing with

K0pAq: the same argument works with “ ¨ bOn`1” dragged through the

proof for the groups with finite coefficients. It is straightforward to see

that [135, Definition 3.6] is equivalent to the following description of the

map β2. Any class in K0pC
˚
L,cpAqq can be represented in the form rps ´

r 1 0
0 0 s where p “ p 1 0

0 0 q ` b for some b PM2pC
˚
L,cpAqq. Let q PMkpAq be a

projection representing a class in K0pAq. Then the element p 1 0
0 0 q`1M2b

qbb 1Mk defines a projection in 2ˆ 2 matrices over the unitization of the

asymptotic algebra AupMkpKpHqqq of Lemma 3.26 whose difference with

p 1 0
0 0 q is in AupMkpKpHqqq. The map β2 then takes rps´r 1 0

0 0 s to the mage

of the class
”

p 1 0
0 0 q ` 1M2 b qbb 1Mk

ı

´ r 1 0
0 0 s P K0pApKpHqq

under the isomorphismK0pAupKpHqq – K0pKpHqq – K0pCq from Lemma

3.26. The map β3 is defined entirely analogously, but with AupKpHqq re-

placed by ApKpHqq.
Now the triangle in diagram (20) involving α3, β2 and β3 commutes.

On the other hand, the triangle involving β1, α2 and β2 commutes by

[135, Theorem 3.7]. It remains at this point to show that the diagram

K0pC
˚
L,cpAqq

α4 //

β3

��

lim
Ð
K0
ε pXq

Φvv
HompK0pAq,K0pCqq

commutes (and similarly for the case with finite coefficients). This follows

from the description of the isomorphism of K0pApKpHqq Ñ K0pKpHqq
given in Lemma 3.26, the description of β3 above, and the definition of Φ

from Lemma 3.19, so we are done.

Remark 3.27. As we will need it later, let us spell out in a little more

detail what it means for the map

Φ : lim
Ð
K0
ε pXq Ñ HomΛ0pK0pAq,K0pCqq

to be a homeomorphism; this is quite a powerful statement that will be

very useful later. A neighborhood basis of the zero element in lim
Ð
K0
ε pXq

is given by the subgroups UY,δ consisting of all elements in lim
Ð
K0
ε pXq that

map to zero in K0
δ pY q as pY, δq ranges over the set IA of Definition 3.4.

A neighborhood basis of the zero map in HomΛ0pK0pAq,K0pCqq consists

of the subsets VP of elements that restrict to the zero map P as P ranges

over all K-data as in Definition 3.20.

Now, Φ being continuous means that for any pY, δq P IA there exists

a K-datum P as above such that Φ descends to a well-defined map

K0
δ pY q Ñ HomΛ0pP,K0pCqq.
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Indeed, the map above is the composition

K0
δ pY q

ΦpY,δq
Ñ HomΛ0pK

δ
0pY q,K0pCqq

κ
pY,δq
P
Ñ HomΛ0pP,K0pCqq

of the maps of Proposition 3.19 and Lemma 3.21.

On the other hand, and much less concretely, the fact that Φ´1 is

continuous means that for any K-datum P there exists pY, δq P IA such

that Φ´1 descends to a well-defined map

pΦ´1
q
P
pY,δq : HomΛ0pP,K0pCqq Ñ K0

δ pY q.

Finally these maps are consistent with the inverse limit structures when

they are defined, i.e. we have commutative diagrams of set maps

K0
δ pY q

κ
pY,δq
P

˝ΦpY,δq

''
HomΛ0pQ,K0pCqq //

pΦ´1q
Q
pY,δq

77

HomΛ0pP,K0pCqq

and

K0
δ pY q

κ
pY,δq
P

˝ΦpY,δq ''

// K0
ε pXq

HomΛ0pP,K0pCqq
pΦ´1qP

pX,εq

77

where defined (here the horizontal maps are forgetful maps).

In summary, the fact that Φ is a homeomorphism on the inverse limits

means that it comes from a coherent system of maps between the inverse

systems. For Φ this is essentially true by definition; the content is to get

it also for Φ´1.

4 Stable uniqueness for representations

of C˚-algebras

Our goal in this section is to establish a stable23 uniqueness theorem,

following Dadarlat-Eilers [46, Section 4] and Lin [96]. Very roughly, such

a theorem says that given two ucp approximately multiplicative maps

between C˚-algebras, if they agree on a large enough subset of K-theory,

then they are approximately unitarily equivalent after taking block sum

with another homomorphism.

We have not attempted to state our stable uniqueness result in maxi-

mal generality. For example, a version for the bivariant theory KLpA,Bq

23“Stable” is used in the sense of K-theory: i.e. ‘up to taking block sum with something’.

It is not directly connected to representation stability as in Definition 1.4.

39



should be possible under appropriate assumptions (for our methods to

work, these probably have to include nuclearity of B), but we will not

pursue that here.

The following definition is a slight variant on [46, Definition 3.7].

Definition 4.1. Let A be a unital C˚-algebra. A K0-triple for A is a

triple pP,X, εq where:

(i) X is a finite self-adjoint subset of the unit ball of A;

(ii) ε is a positive real number;

(iii) P is a K-datum as in Definition 3.20 such that the map

κ
pX,εq
P : HomΛ0pK

ε
0pXq,K0pCqq Ñ HomΛ0pP,K0pCqq

of Lemma 3.21 above is well-defined.

Here is the main theorem of this section.

Theorem 4.2. Let A be a separable, unital C˚-algebra. Assume that A

is RFD as in Definition 1.12, and satisfies the approximate K-homology

UCT of Definition 3.22.

Let X be a family of finite, symmetric subsets of the unit ball of A

that is closed under finite unions, and such that
Ť

XPX X generates A as

a C˚-algebra Then for any X P X and ε ą 0 there exists a K0-triple

pP, Y, δq with Y P X and with the following property.

Let φ : AÑ MnpCq be a ucp pY, δq-˚-homomorphism as in Definition

3.2, and let

κ
pY,δq
P pφ˚q P HomΛ0pP,K0pCqq

be the element given by Lemma 3.21 and the definition of a K0-triple. Let

π : A Ñ MnpCq be a ˚-representation, and assume that π˚ “ κ
pY,δq
P pφ˚q

as elements of HomΛ0pP,K0pCqq.
Then there exist a representation θ : A Ñ MkpCq and a unitary u P

Mn`kpCq such that

}upφpxq ‘ θpxqqu˚ ´ pπpxq ‘ θpxqq} ă ε

for all x P X.

Remark 4.3. In general, one can always take X as in the theorem to be

the set of all finite symmetric subsets of the unit ball (or unit sphere) of

A, and we could have just stated the theorem in this way. The purpose of

including the collection X in the statement is to strengthen the conclusion

in special cases where a good choice of X is possible. For example, if A is

finitely generated by some set symmetric subset X of its unit ball, one can

take X “ tXu. Importantly for us, if A “ C˚pΓq for a group Γ, we can

take X to consist of all finite symmetric subsets of Γ, or to be a singleton

consisting of a finite symmetric generating set of Γ (if one exists).
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As already mentioned, Theorem 4.2 is inspired by work of Lin [96,

Theorem 4.8] and Dadarlat-Eilers [46, Theorem 4.15]. Theorem 4.2 above

has the advantage over these earlier results that it requires no nuclearity

or exactness assumptions on A. This is important for our applications as

group C˚-algebras of non-amenable RFD groups are never exact: see [85,

Proposition 7.1] or [28, Proposition 3.7.11]. On the other hand, Theorem

4.2 has the disadvantage over the work of Lin and Dadarlat-Eilers that

there is no control over the size of the ‘auxiliary representation’ θ.

We need some technical lemmas before we get to the proof of Theorem

4.2. The first is well-known; we could not find exactly what we need in

the literature so give a proof. Some of the argument is quite similar to

that from Proposition 2.2 part (iii)

Lemma 4.4. Let A be a separable, unital C˚-algebra, let X be a finite,

symmetric subset of the unit ball of A, and let ε ą 0. Let H be a sep-

arable Hilbert space, and let A be included in BpHq via a faithful unital

representation such that A X KpHq “ t0u. Let φ : A Ñ MnpCq be a ucp

pX, δq-˚-homomorphism in the sense of Definition 3.2.

Then there are a rank n projection p P BpHq, and a unitary isomor-

phism u : Cn Ñ rangeppq such that

}u˚papu´ φpaq} ă ε and }rp, as} ă 2
?

3ε` δ.

for all a P X.

Proof. The finite-dimensional version of Voiculescu’s theorem (see for ex-

ample [28, Proposition 1.7.1]) gives a rank n projection p P BpHq and a

unitary u : Cn Ñ rangeppq such that }u˚papu ´ φpaq} ă ε holds for all

a P X YX2. We claim such a p automatically satisfies }rp, as} ă 4
?
δ for

all a P X, which will complete the proof.

Write ψpaq “ uφpaqu˚, and note that ψ is an pX, εq-˚-homomorphism.

Then for any a P X,

}pap1´ pqa˚p} “ }paa˚p´ papa˚p}

ď }paa˚p´ uφpaa˚qu˚} ` }papa˚p´ uφpaqu˚uφpa˚qu˚}

ď }ψpaa˚q ´ ψpaqψpa˚q} ` 3ε

ă 3ε` δ

(we use that X “ X˚, so both a and a˚ are in A, and aa˚ is in X2). Hence

by the C˚-identity, }pap1 ´ pq} ă
?

3ε` δ for all a P X, and similarly,

}p1´ pqap} ă
?

3ε` δ for all a P X. Hence for any a P X,

}pa´ ap} “ }pap1´ pq ´ p1´ pqap} ă 2
?

3ε` δ.

and we are done.
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The next result is again more-or-less folklore: the precise statement

we give can be found in [141, Lemma 2.20].

Lemma 4.5. Let δ P p0, 1{2q, let a be a self-adjoint element in a C˚-

algebra A whose spectrum does not intersect pδ, 1 ´ δq, and let χ be the

characteristic function of p1{2,8q. Then for any b P A,

}rχpaq, bs} ď
1

1´ 2δ
}ra, bs}.

The next lemma is a version of the basic fact from operator K-theory

that nearby projections are unitary equivalent (see for example [122,

Proposition 2.2.6]), that also gives control on commutators. The proof

is the same as the standard one with a little extra work to keep track of

commutator estimates throughout the construction.

Lemma 4.6. Let A be a unital C˚-algebra, let X be a finite, symmetric

subset of the unit ball of A, and let ε ą 0. Let p, q be projections in A such

that }p´q} ă 1{4, and such that }rp, xs} ă ε and }rq, xs} ă ε for all x P X.

Then there is a unitary u P A such that upu˚ “ q and }ru, xs} ă 28ε for

all x P X.

Proof. Define v :“ pq ` p1 ´ pqp1 ´ qq and note that vq “ pv and that

}rv, xs} ă 4ε for all x P X. Moreover

}1´ v} “ }p2q ´ 1qpp´ qq} “ }p´ q} ă 1{4,

whence v is invertible, }v} ă 5{4 and

}1´ v˚v} ď }p1´ v˚qv} ` }1´ v} ă 9{16

whence

v˚v ě 7{16. (21)

Define now u :“ vpv˚vq´1{2, which is unitary. As p and q are self-adjoint,

we see that qv˚ “ v˚p and so v˚v commutes with p and q. Hence

pv˚vq´1{2 also commutes with p and q, and so upu˚ “ q. It remains

to estimate }ru, xs} for each x P X. For this, we have

}ru, xs} ď }rv, xs}}pv˚vq´1{2
} ` }v}}rx, pv˚vq´1{2

s}

ă 4ε ¨ 2` p5{4q ¨ }rx, pv˚vq´1{2
s} (22)

by the estimates already noted. To estimate }rx, pv˚vq´1{2
s} we use the

identity

t´1{2
“

2

π

ż 8

0

pλ2
` tq´1dλ,

valid for any t ą 0. Using the identity rx, a´1
s “ a´1

ra, xsa´1 we see that

}rx, pv˚vq´1{2
s} ď

2

π

ż 8

0

}pλ2
` v˚vq´1

}}rv˚v, xs}}pλ2
` v˚vq´1

}dλ.
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Using line (21), we see that }pλ2
` v˚vq´1

} ď pλ2
` 7{16q´1, and so the

above line implies that

}rx, pv˚vq´1{2
s} ď

2}rx, v˚vs}

π

ż 8

0

pλ2
` 7{16q´2dλ.

Computing, the integral in the line above equals p2πq{
?

7, and }rx, v˚vs} ă

10ε, so we get

}rx, pv˚vq´1{2
s} ă 16ε.

Substituting this back into line (22) gives }ru, xs} ă 28ε as claimed.

The next lemma is essentially contained in [141, Section 4.4]: see in

particular [141, Proposition 4.17]. As that reference does not contain

exactly what we need, we sketch a proof.

Lemma 4.7. Let A be a unital C˚-algebra, let X be a finite, symmetric

subset of the unit ball of A, and let ε ą 0. Let pptqtPr0,1s be a path of

projections in A such that }rpt, xs} ă ε for all t P r0, 1s. Then there exists

n and a unitary u PM2n`1pAq “ AbM2n`1pCq such that

upp0 ‘ 1n ‘ 0nqu
˚
“ p1 ‘ 1n ‘ 0n (23)

and }ru, xb 12n`1s} ă 4 ¨ 104ε for all x P X.

Proof. Following [141, Lemma 4.15], there is n and a 16-Lipschitz path

pqtqtPr0,1s of projections between p0‘1n‘0n and p1‘1n‘0n in M2n`1pAq

with the property that }rx, qts} ă 21ε for all x P X (here and throughout

we abuse notation and write “x” in place of “x b 12n`1”). Hence we

may find 0 “ t0 ă t1 ă ¨ ¨ ¨ ă t65 “ 1 such that }qti ´ qti`1} ă 1{4 for all

i P t0, ..., 64u. Lemma 4.6 then gives unitaries ui such that uiqtiu
˚
i “ qti`1

and so that

}rui, xs} ă 588ε (24)

for all x P X and all i P t0, ..., 64u. Define u “ u64u63 ¨ ¨ ¨u1u0. Then u

is a unitary that satisfies the equation in line (23), and we have that for

any x P X,

}ru, xs} ď
64
ÿ

i“0

}rui, xs}

by repeated use of the Leibniz rule. Combined with line (24), this implies

the desired estimate.

Proof of Theorem 4.2. LetX and ε be as in the statement; we may assume

ε ă 1. The discussion in Remark 3.27 implies that there exists a K0-triple

pP, Y, δq such that if rps, rqs P K0
5
?
δ
pY q are such that (with notation as in

Proposition 3.19 and Lemma 3.21)

κ
pY,5

?
δq

P pΦpY,5
?
δq
ppqq “ κ

pY,5
?
δq

P pΦpY,5
?
δq
pqqq

43



then the images of rps and rqs under the forgetful map

K0
5
?
δpY q Ñ K0

ε{p8¨105qpXq

of Remark 3.6, part (ii) are the same. Using that the collection tpZ, γq |

Z P X , 0 ă γ ă ε{4u is cofinal in the directed set IA of Definition 3.4, we

may moreover assume that Y is in X and δ ă ε{4. We claim this Y and

δ work.

Let φ : A Ñ MnpCq be a ucp pY, δq-˚-homomorphism. Let π : A Ñ

MnpCq be a ˚-representation as in the statement, so in particular

κ
pY,δq
P pφ˚q “ π˚. (25)

AsA is separable and RFD there is a countable family of finite-dimensional

unital representations of A that separates points and contains π. Take the

direct sum of this family, then take the direct sum of that representation

with itself countably many times. We use this representation to identify

A with a unital C˚-subalgebra of BpHq (with H the separable Hilbert

space underlying the given representation), and to define the controlled

K-homology groups of Definition 3.1.

Let γ ą 0 be as in the conclusion of Lemma 3.21 part (ii) for pY, 5
?
δq;

we may assume that γ ă δ. Then Lemma 4.4 gives a rank n projection

pφ P BpHq such that }rpφ, as} ă 4
?
δ for all a P Y , and a unitary iso-

morphism w : Cn Ñ rangeppφq such that }w˚pφapφw ´ φpaq} ă γ{2 for

all a P X. As the representation A Ď BpHq is a direct sum of finite-

dimensional representations, we may assume on perturbing pφ that it is

dominated by a finite rank projection rφ in the commutant of A, and that

the perturbed projection satisfies

}rpφ, as} ă 5
?
δ (26)

and

}w˚pφapφw ´ φpaq} ă γ (27)

for all a P Y . Define

φ1 : AÑ BppφHq, φ1paq :“ pφapφ (28)

to be the ucp map given by compression by pφ. Using line (27) and the

choice of γ, we have that

κ
pY,δq
P pφ˚q “ κ

pY,5
?
δq

P pφ˚q “ κ
pY,5

?
δq

P pφ1˚q (29)

(here we use that 5
?
δ ě δ to think of φ as both a pY, δq-˚-homomorphism

and as a pY, 5
?
δq-˚-homomorphism; the first equality above then holds

by definition).

Define

p :“

˜

1 0

0 pφ

¸

PM2pBpHqq
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and note that by line (26), p defines an element of the set P5
?
δpY q of

Definition 3.1. On the other hand, recalling that π is a subrepresentation

of the representation we are using to identify A with a C˚-subalgebra of

BpHq, there is a rank n projection qπ in the commutant of A such that

compression by qπ identifies with π. Then

q :“

˜

1 0

0 qπ

¸

PM2pBpHqq

is also an element of P5
?
δpY q. Moreover the elements κ

pY,5
?
δq

P pΦpY,5
?
δq
ppqq

and κ
pY,5

?
δq

P pΦpY,5
?
δq
pqqq agree with κ

pY,5
?
δq

P pφ1˚q as in line (28) and with

κ
pY,5

?
δq

P pπ˚q respectively (by definition - see Proposition 3.19 and line (14)

above). Hence by lines (25) and (29) we have that

κ
pY,5

?
δq

P pΦpY,5
?
δq
ppqq “ κ

pY,5
?
δq

P pΦpY,5
?
δq
pqqq

in

HomΛ0pP,K0pCqq

and therefore by choice of pY, δq, the images of rps and rqs under the

forgetful map

K0
5
?
δpY q Ñ K0

ε{p8¨105qpXq

of Remark 3.6, part (ii) are the same.

Now, with notation as in Definition 3.1 there is a homotopy pptqtPr0,1s

passing through the space Pε{8¨105pXq of Definition 3.1 and connecting p

to q. As the image of this homotopy is compact, and as the original repre-

sentation on H is a direct sum of finite-dimensional representations, and

as pφ and qπ are dominated by finite rank projections in the commutant

of A, there is a finite rank projection r P BpHq that commutes with A,

that dominates qπ and pφ, and is such that
›

›

›

›

›

˜

r 0

0 r

¸˜

pt ´

˜

1 0

0 0

¸¸

´

˜

pt ´

˜

1 0

0 0

¸¸
›

›

›

›

›

ă
ε

4 ¨ 105

for all t P r0, 1s. Rearranging the above inequality, we see that
›

›

›

›

›

˜

1´ r 0

0 1´ r

¸

pt ´

˜

1´ r 0

0 0

¸›

›

›

›

›

ă
ε

4 ¨ 105

Taking adjoints gives
›

›

›

›

›

pt

˜

1´ r 0

0 1´ r

¸

´

˜

1´ r 0

0 0

¸›

›

›

›

›

ă
ε

4 ¨ 105

and combining the last two displayed lines gives
›

›

›

›

›

pt

˜

1´ r 0

0 1´ r

¸

´

˜

1´ r 0

0 1´ r

¸

pt

›

›

›

›

›

ă
ε

2 ¨ 105
.
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Hence }rpt, p r 0
0 r qs} ă ε{p2 ¨ 105

q, and so if at :“ p r 0
0 r qptp

r 0
0 r q, then }a2

t ´

at} ă ε{p2 ¨ 105
q ă 1{4. In particular, if χ is the characteristic function

of p1{2,8q, then χ is continuous on the spectrum of at. Moreover, as r

commutes with A and as each pt commutes with all elements of X up to

ε{p2¨105
q, Lemma 4.5 gives that χpatq commutes with all elements of X up

to ε{105. Write πr : AÑ BpHrq for the (finite-dimensional) representation

given by compression by r, we thus have a homotopy pχpatqqtPr0,1s between

˜

1Hr 0

0 pφ

¸

and

˜

1Hr 0

0 qπ

¸

in M2pBpHrqq that commutes with pπr ‘ πrqpXq up to ε{105.

Now, for each of notation, set C to be the unital C˚-algebraM2pBpHrqq,
define pC :“

´

1Hr 0

0 pφ

¯

and qC :“
´

1Hr 0

0 qπ

¯

, and write σ : AÑ C for the

representation defined by compression by r‘ r. Then Lemma 4.7 applied

to the projections pC and qC gives l P N and a unitary M2l`1pCqq such

that

vpppφ ‘ 1Hr q ‘ 1l ‘ 0lqv
˚
“ pqπ ‘ 1Hr q ‘ 1l ‘ 0lq (30)

and moreover so that

}rv, σpaqs} ă ε{2 (31)

for all a P X (we have also flipped the order of pφ and 1Hr , and similarly

for qπ and 1Hr ).

Define now p0 :“ pφ‘1Hr q‘1l‘0l and q0 :“ pqπ‘1Hr q‘1l‘0l. Set

u0 “ vp0, and let θ : AÑM2n`1pCq be given by σ follows by compression

by 0Hr ‘ 1Hr ‘ 1l ‘ 0l. We regard moreover φ1 : A Ñ C as given by σ

followed by compression by pφ ‘ 0Hr ‘ 02l, and π : A Ñ C as given

by σ followed by compression by qπ ‘ 0Hr ‘ 02l. Then u is a unitary

isomorphism between the Hilbert spaces underlying φ1‘ θ and π‘ θ, and

we have moreover that for any a P X,

}u0pφ
1
paq ‘ θpaqqu˚0 ´ pπpaq ‘ θpaqq} “ }vp0σpaqp0v

˚
´ q0σpaqq0}

“ }q0pvσpaqv
˚
´ σpaqqq0}

ď }vσpaqv˚ ´ σpaq}

ă ε{2 (32)

where the equality is from line (30), and the strict inequality is from line

(31). Finally, let u “ u0pw‘ idθq where w is as in line (27) and idθ is the

identity on the Hilbert space underlying θ. Then

}upφpaq ‘ θpaqqu˚ ´ pπpaq ‘ θpaqq}

ď }u0ppwφpaqw
˚
‘ θpaqq ´ pφ1paq ‘ θpaqqu˚0 }

` }u0pφ
1
paq ‘ θpaqqu˚0 ´ pπpaq ‘ θpaqq}

ď }wφpaqw˚ ´ φ1paq} ` }u0pφ
1
paq ‘ θpaqqu˚0 ´ pπpaq ‘ θpaqq}.
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The estimates in line (27) (plus that γ ă δ ă ε{2) and line (32) complete

the proof.

5 Stable uniqueness for representations

of groups

Before getting to the main result on representation stability we one more

technical lemmas.

Lemma 5.1. Let Γ be a discrete group with the LLP as in Definition 2.4.

Let S be a finite symmetric subset of Γ, let ε ą 0, and let P be a K-datum

as in Definition 3.20 such that the homomorphism

κ
pS,εq
P : HomΛ0pK

ε
0pSq,K0pCqq Ñ HomΛ0pP,K0pCqq

of Lemma 3.21 is defined. Then there is a finite subset T of Γ, δ ą 0, and

γ P p0, εq with the following property.

Assume ψ : Γ ÑMnpCq is a pT, δq-representation as in Definition 1.3.

Then exists a ucp pS, εq-representation φ : Γ ÑMnpCq such that

}φpsq ´ ψpsq} ă γ for all s P S, (33)

and moreover so that for any two ucp pS, εq-representations φ, φ1 : Γ Ñ

MnpCq satisfying the estimate in line (33), the elements

φ˚, φ
1
˚ P HomΛ0pK

ε
0pSq,K0pCqq

defined using Proposition 2.2 part (ii) and Lemma 3.16 satisfy that

κ
pS,εq
P pφ˚q “ κ

pS,εq
P pφ1˚q

as elements of HomΛ0pP,K0pCqq.

Proof. Let γ be as in Lemma 3.21 part (ii). Propositon 2.6 gives a fi-

nite subset T of Γ and δ ą 0 such that if ψ : Γ Ñ BpHq1 is a pT, δq-

representation, then there exists a ucp pS, εq-representation φ : C˚pΓq Ñ

MnpCq such that }ψpsq´φpsq} ă γ for all s P S. This gives the properties

in the statement.

Definition 5.2. With notation as in Lemma 5.1, for a fixed pS, εq let pT, δq

be as in the conclusion, and let ψ : Γ ÑMnpCq be a pT, δq-representation.

Then we write ψ˚ P HomΛ0pP,K0pCqq for the map κ
pX,εq
P pφ˚q for any φ˚

as in the conclusion of Lemma 5.1.

Here is our main theorem. It is essentially just Theorem 4.2 specialized

to the case where A is a group C˚-algebra, and X consists of unitary group

elements, although there is a little more to say in the LLP case.
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Theorem 5.3. Let Γ be a countable discrete group such that C˚pΓq is

RFD as in Definition 1.12 and satisfies the approximate K-homology UCT

of Definition 3.22. Let S be a collection of finite subsets of Γ that is

closed under finite unions, and with the property that
Ť

SPS S generates

Γ24. Then for any S P S and ε ą 0 there exist a K0-triple pP, T, δq as in

Definition 4.1 with T P S and with the following property.

Let φ : Γ Ñ MnpCq be a ucp pT, δq-representation in the sense of

Definition 1.3, and let κ
pX,εq
P pφ˚q P HomΛ0pP,K0pCqq be the element

defined by φ using Lemma 3.21 and the definition of a K0-triple. Let

π : Γ Ñ MnpCq be a unitary representation such that κ
pX,εq
P pφ˚q “ π˚ in

HomΛ0pP,K0pCqq.
Then there is a unitary representation θ : Γ Ñ MkpCq and a unitary

u PMn`kpCq such that

}upφpsq ‘ θpsqqu˚ ´ pπpsq ‘ θpsqq} ă ε

for all s P S.

If moreover Γ has the LLP of Definition 2.4 and if S is the collection

of all finite subsets of Γ, then one can drop the assumption that φ is ucp

and use Definition 5.2 for the definition of φ˚.

Proof. Note that Proposition 2.2 part (ii) implies that a ucp represen-

tation φ : Γ Ñ MnpCq extends uniquely by linearity and continuity to

a ucp map φ : C˚pΓq Ñ MnpCq, and that if φ : Γ Ñ MnpCq is a ucp

pT, δq-representation, then the extended map φ : C˚pΓq Ñ MnpCq is a

pT, δq-˚-homomorphism as in Definition 3.2 (note that ucp maps are au-

tomatically ˚-preserving). Having made this observation, the first two

paragraphs of Theorem 5.3 are just Theorem 4.2 specialized to the case

that A “ C˚pΓq and the set X from Theorem 4.2 consists of unitaries

coming from the group; .

The part with the additional assumption that C˚pΓq satisfies the LLP

follows from the first part and Lemma 5.1.

Remark 5.4. The condition in the theorem is in some sense also necessary

for the conclusion to hold. To be more precise, the following holds.

“Let P be a K-datum as in Definition 3.20. Then there exists a finite

subset S of Γ and ε ą 0 with the following property. Let T be a finite

subset of Γ and δ ą 0 be such that the various components of P are

contained in the image of the maps Kδ
0 pT ; ¨q Ñ K0pA; ¨q of line (10) above;

such exist by Lemma 3.17. Then if φ : Γ Ñ MnpCq is a ucp pT, δq-

representation and π : Γ Ñ MnpCq is a unitary representation such that

24The most interesting case is when Γ is finitely generated and S “ tSu for some finite

generating set S; the reader should bear this case in mind.
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φ˚ and π˚ do not agree on P , then for any representation θ : Γ ÑMkpCq
and any unitary u PMn`kpCq,

}upφpsq ‘ θpsqqu˚ ´ pπpsq ‘ θpsqq} ě ε

for all s P S.”

This follows from basic continuity properties of K-theory and the fact

that K-theory allows cancellations of block sums. This fundamental ob-

servation underlies many of the known obstructions to representation sta-

bility in operator norm: see for example [43] for far-reaching results in

this direction.

In the next three remarks we say a little bit more about the acronym

assumptions in Theorem 5.3: that the group C˚-algebra is RFD, UCT,

and LLP.

Remark 5.5. We first look at the LLP assumption. The LLP was intro-

duced for general C˚-algebras by Kirchberg [85, Section 2], and a wealth

of information about the property and its connection to several deep con-

jectures can be found in the recent textbook [116].

Specializing to groups, we first note that all amenable groups have

the LLP: indeed, for countable amenable groups this follows from the

Choi-Effros lifting theorem [35] (see [5, Section 3] or [28, Theorem C.3]

for simpler proofs) and nuclearity of the group C˚-algebra [92, Theorem

4.2] (see for example [28, Theorem 2.6.8] for a textbook treatment). This

implies the LLP even for uncountable amenable groups, as any finite-

dimensional subspace of C˚pΓq is contained in the C˚-subalgebra C˚pΓ0q

for some countable subgroup. The class of groups with the LLP is closed

under free products with finite amalgam [112, Comments below Proposi-

tion 3.21], and direct products with amenable groups: this follows from

[85, Corollary 2.6 (iv)] and nuclearity of group C˚-algebras of amenable

groups again. More generally, the class of groups with the LLP is closed

under semidirect products with amenable groups: this follows from [30,

Theorem 7.2 and Proposition 5.10] (see also [60, Corollary 8.5]).

The first examples of groups without the LLP were constructed by

Thom [130, page 198], and more examples were exhibited by Ioana, Spaas,

and Wiersma [76]; the latter examples include natural and well-studied

groups like Z2
¸ SLp2,Zq. It is an interesting open question whether the

fundamental groups of surfaces of genus two, or of hyperbolic 3-manifolds,

satisfy the LLP.

Remark 5.6. We now say some more about the UCT, and the approximate

K-homology UCT assumption in Theorem 5.3. The UCT for K-homology

(which is all we really need in this paper) was introduced by Brown in [26].

The stronger UCT for KK-theory was introduced later by Rosenberg and

Schochet [123]; following standard practice in the literature, when we say

“UCT” we mean the Rosenberg-Schochet KK-theory version.
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The most prominent class of groups known to satisfy the UCT are

the (countable) a-T-menable groups: this is a consequence of the work of

Higson and Kasparov [73] on the Baum-Connes conjecture for such groups,

as recorded by Tu [133, Proposition 10.7] (in a more general context).

Another important class of UCT groups comes from Tu’s condition (BC 1)

[132, Definition 2.5]: this is recorded in [105, Theorem 3.5]25. Examples of

groups satisfying (BC1) include all one-relator groups [132, Theorem 4.5],

and fundamental groups of closed three-manifolds [105, Theorem 3.5]. See

also [132, Theorem 4.6] for the case of Haken three-manifolds.

Using known permanence results, the class of groups for which C˚pΓq

satisfies the UCT can be pushed a bit further: for example, if Γ “

Z2
¸ SLp2,Zq then C˚pΓq satisfies the UCT26, even though Γ has rel-

ative property (T) with respect to the infinite subgroup Z2.

As far as we are aware, there are no examples of groups for which

C˚pΓq is known to not satisfy the UCT. However, it seems very likely

that the UCT fails for C˚pΓq for some (and maybe all) infinite property

(T) groups: the computations Skandalis carries out in [129, Section 4] to

show that the reduced group C˚-algebras of certain hyperbolic property

(T) groups do not satisfy the UCT strongly suggest the same happens

for the corresponding maximal group C˚-algebras (see also [129] and [72,

Sections 6.2 and 6.3]), but we were not able to make this precise.

We do not know of any (separable) C˚-algebras that fail the approx-

imate K-homology UCT of Definition 3.22, which is all we actually need

in this paper.

Remark 5.7. We now say some more about the RFD assumption from

Definition 1.12. Note first that a group being RFD can be expressed in

purely group theoretic terms: Γ being RFD is equivalent to the set of

all (equivalence classes of) finite-dimensional unitary representations of Γ

being dense in the Fell topology on the unitary dual.

Recall that a group is maximally almost periodic (MAP) if it has a

separating family of finite-dimensional unitary representations: for finitely

generated groups, this is equivalent to residual finiteness by Mal’cev’s

theorem (see for example [28, Theorem 6.4.12]), but not in general as

shown by Γ “ Q. If Γ is RFD, it is clearly MAP. For amenable groups the

converse is true [21, Proposition 1], but not in general: for example Bekka

shows in [21] that many arithmetic groups such as SLpn,Zq with n ą 2

are not RFD; they are, however, residually finite by Mal’cev’s theorem

again.

25There seems to be a slight gap in the statement given there: as well as (BC1), one also

needs the C˚-algebra A appearing in the definition of (BC1) to be locally induced from C˚-

algebras satisfying the UCT. This is satisfied in all the examples we give.
26This does not appear to be in the literature, but essentially the same proof as for

C˚pSLp2,Zqq works, once one has observed that the crossed product of C˚pZ2q by any fi-

nite group is type I.
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In general, the RFD property is known to be preserved under direct

products with MAP amenable groups (this is straightforward), free prod-

ucts [62], certain free products amalgamated over finite subgroups [95,

Theorem 2], and certain free products amalgamated over central sub-

groups and HNN extensions [127]. A large class of one-relator groups are

shown to be RFD in [69, Theorem 3.11].

On the other hand, for F2 the free group on two generators, whether

F2ˆF2 is RFD is equivalent to Kirchberg’s QWEP conjecture: this equiv-

alence is implicit in [85, Proof of Proposition 8.1], and made explicit in

[112, Proposition 3.19]. Thanks to the recent negative solution of the

QWEP conjecture (see [50] for a survey), F2 ˆ F2 is therefore not RFD.

The difficulty of the problem for F2 ˆ F2 suggests the difficulty of deter-

mining the RFD property in general.

A stronger property than being RFD that is both interesting in its

own right and a good source of examples is property FD of Lubotzky and

Shalom [102]. This says that the family of all unitary group representa-

tions that factor through finite quotients of the group separates points

of C˚pΓq. This is known for several interesting examples such as funda-

mental groups of surfaces [102, Theorem 2.8 (2)], free by cyclic groups

(i.e. groups of the form F ¸ Z for F a finitely generated free group) [102,

Theorem 2.8 (1)]. It is also a consequence of [102, Theorem 2.8 (3)] that

fundamental groups of closed hyperbolic three-manifolds that fiber over

the circle have property FD; thanks to the solution of the virtually Haken

conjecture [1] and the fact that property FD passes to finite index super-

groups [102, Corollary 2.5], this implies that all fundamental groups of

closed hyperbolic three manifolds satisfy property FD.

Finally, let us give some remarks about other techniques that seem

relevant and that one might guess could be used to strengthen Theorem

5.3. We would be very interested to see progress along these lines (but,

needless to say, are not currently able to make any).

Remark 5.8. Inspired by work of Kubota [89, Section 5.2], it is tempting

to work not with C˚pΓq, but with the C˚-algebra C˚fdpΓq one gets by

completing CrΓs in the direct sum of all finite-dimensional representations.

This has the advantage that C˚fdpΓq is automatically RFD. However, there

are two important disadvantages.

First, even if Γ is a-T-menable, it is not clear that the UCT holds for

C˚fdpΓq. Indeed, this would hold for any completion of the group algebra

that comes from a so-called correspondence functor by [29, Theorem 6.6].

However, any completion of CrΓs coming from a correspondence functor

has the property that its dual space is an ideal in the dual C˚pΓq˚ of C˚pΓq

[29, Corollary 5.7]. The trivial representation is the unit of C˚pΓq˚; as

the trivial representation is an element of C˚fdpΓq
˚, we see that C˚fdpΓq

comes from a correspondence functor if and only if it equals C˚pΓq.
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The second problem with C˚fdpΓq is that it is not clear which ucp quasi-

representations extend to it, unlike for C˚pΓq where this is automatic by

Proposition 2.2 part (ii) above.

Remark 5.9. Following the work of Dadarlat [41] it is also very tempting

to work not with C˚pΓq but with the group convolution algebra `1pΓq.

This would have three big advantages. First, it is always RFD when

Γ is MAP. Second, pX, εq-˚-homomorphisms always extend to it, so one

does not have to worry about ucp maps and analogues of Proposition

2.2; thus the LLP is likely not at all relevant. Third, one might be able

to work directly with the Bost assembly map [3, Section 1.2] in place of

the maximal Baum-Connes assembly map for explicit computations (see

Section 6 below). The Bost assembly map is known to be an isomorphism

in quite a lot more generality than the maximal Baum-Connes assembly

map thanks to deep work of Lafforgue [90].

The ingredient that is missing in this case is an analogue of Theorem

3.25. Indeed, it is crucial for our methods that homomorphisms between

K-theory groups can be realized by elements of bivariant KK-theory, and

that these elements of KK-theory can be modeled by almost multiplica-

tive maps. Lafforgue’s Banach algebra KK-theory [91] might help here,

but this does not seem obvious.

6 Index theory and the Baum-Connes con-

jecture

For a group Γ, the assembly maps of Baum-Connes [16, Section 3] and

Kasparov [80, Section 6] relate the K-homology of the classifying space

BΓ to the K-theory of the group C˚-algebra C˚pΓq. In this section, we

use the Baum-Connes assembly map to compute the map

π˚ P HomΛ0pK0pC
˚
pΓqq,K0pCqq

of Example 3.14 induced by a finite-dimensional unitary representation

π : Γ Ñ MnpCq. These computations will be used to apply our abstract

main result - Theorem 5.3 above - to concrete examples.

To summarize the rest of this section, Subsection 6.1 gives properties

of the map π˚ : K0pC
˚
pΓqq Ñ K0pCq induced by a unitary representation

π : Γ Ñ MnpCq on K-theory with integer coefficients; this is all folklore

and we are just summarizing what we need for the reader’s convenience.

Subsection 6.2 computes the maps π˚ : K0pC
˚
pΓq;Z{nq Ñ K0pC;Z{nq

induced by the representation π on K-theory with finite coefficients in

terms of the relative eta invariants of Atyiah, Patodi, and Singer [12], at

least in some special cases. As far as we know, this is new, but we suspect

at least some of it is known to experts.
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6.1 The Baum-Connes-Kasparov assembly map

In this subsection we recall background on the Baum-Connes-Kasparov

assembly map, use it to compute the map

π˚ P HompK0pC
˚
pΓqq,K0pCqq

arising from a finite-dimensional unitary representation, and collect some

related facts. The computations we need are all part of the folklore of the

subject, as will be clear from the references below.

Let X be a possibly infinite CW complex. We define the representable

K-homology of X by

RK˚pXq :“ lim
Ñ
K˚pY q (34)

where the direct limit is taken over all finite subcomplexes Y Ď X and

K˚pY q “ KKpCpY q,Cq is analytic K-homology. We will mainly apply

this to the case when X is the classifying space BΓ of a group.

Assume now that Γ is a countable discrete group equipped with a CW

complex model for the classifying space BΓ. The Baum-Connes-Kasparov

(BCK) assembly map (see [16, Sections 3 and 7] and [80, Definition 6.2])

is a graded group homomorphism

µ : RK˚pBΓq Ñ K˚pC
˚
pΓqq. (35)

To be explicit: we define the map µ above to be the same as the map β of

[80, Definition 6.2], i.e. it is given by Kasparov product with the explicit

element27

rβΓs P RKKpBΓ;C, C˚pΓqq (36)

defined there (up to a small technicality with direct limits).

In the next section, we will also need the BCK assembly map with

finite coefficients, and record this now. For n ě 2, we define representable

K-homology with finite coefficients for a CW complex X to be

RK˚pX;Z{nq :“ lim
Ñ
KK˚pCpY q, On`1q

where the limit is taken over finite subcomplexes Y of X, On`1 is as usual

the Cuntz algebra, and KK is Kasparov’s bivariant KK-theory [80]. The

BCK assembly map with coefficients in Z{n

µ : RK˚pBΓ;Z{nq Ñ K˚pC
˚
pΓq;Z{nq (37)

is again defined by Kasparov product with the element in line (36) above.

Lemma 6.1. Assume that the BCK assembly map of line (35) is an

isomorphism. Then for each n ě 2 the BCK assembly map with finite

coefficients of line (37) is also an isomorphism.

27Sometimes called the Miscenko bundle.
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Proof. We focus on the even case of the assembly map RK0pBΓ;Z{nq Ñ
K0pC

˚
pΓq;Z{nq; the odd case is essentially the same. For an abelian

group G, let nG and nG denote respectively the cokernel and kernel of

the multiplication by n map ˆn : G Ñ G; equivalently, nG “ G b Z{n
and nG is the n-torsion subgroup of G. The universal coefficient exact

sequence28 in K-theory and K-homology (see [124, Proposition 1.8] for

K-theory, and the comments in [124, Section 5] for K-homology) give a

diagram

0 // nRK0pBΓq //

��

RK0pBΓ;Z{nq //

��

nRK1pBΓq

��

// 0

0 // nK0pC
˚
pΓqq // K0pC

˚
pΓq;Z{nq //

nK1pC
˚
pΓqq // 0

where the bottom and top lines are the exact universal coefficient se-

quences (more precisely, for the top line we take the exact universal co-

efficient sequence for each finite subcomplex Y , then take a direct limit),

and the vertical maps are those induced by the BCK assembly map. All

the maps are induced by Kasparov product with appropriate elements

of KK-theory (see for example [47, Section 1.2] for the horizontal maps

and [80, Definition 6.2] for the BCK assembly maps) whence the diagram

commutes by associativity of the Kasparov product. The result follows

from the five lemma.

For our main theorems, we will need to assume that the BCK assembly

map is an isomorphism. Let us say a little more about this assumption,

via its relation with the Baum-Connes assembly map.

Remark 6.2. Recall that the reduced group C˚-algebra C˚r pΓq is the com-

pletion of the group algebra in its image under the left regular represen-

tation on `2pΓq. The Baum-Connes assembly map [16, Line (3.15)] for a

discrete group Γ is a group homomorphism

µ : KΓ
˚pEΓq Ñ K˚pC

˚
r pΓqq (38)

from the equivariant topological K-homology of the classifiying space EΓ

for proper actions to the K-theory of the reduced group C˚-algebra. If Γ

is torsion-free EΓ equals the universal cover EΓ of the classifying space

BΓ, and this reduces to a map

µ : RK˚pBΓq Ñ K˚pC
˚
r pΓqq.

28Potentially confusingly, there are (at least) two distinct short exact sequences that go by

the name “universal coefficient exact sequence” in K-theory; the one we are using here should

not be confused with the UCT assumption from [123] that we have used at various other

points in this paper.
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that agrees with the map of line (35) as long as one knows that the

canonical quotient map

C˚pΓq Ñ C˚r pΓq (39)

induces an isomorphism on K-theory.

We will mainly be interested in cases where the BCK assembly map

of line (35) is an isomorphism. This is obstructed in two important ways

connected to the definition of the Baum-Connes assembly map in line

(38).

First, the BCK assembly map is never surjective if Γ has non-trivial

torsion elements. Indeed, let

tr : CrΓs Ñ C,
ÿ

gPΓ

agg ÞÑ ae

be the canonical trace on the complex group algebra. This extends to

a trace on C˚pΓq, and this trace induces a map tr˚ : K0pC
˚
pΓqq Ñ R.

Surjectivity of the maximal BCK assembly map implies that tr˚ is integer-

valued: this is essentially Atiyah’s covering index theorem [10] (see for

example [140, Section 10.1] for a textbook treatment of this integrality

result, and [103] for a further-reaching analysis). However, if g P Γ is a

non-trivial element of order n for some n ě 2, then p :“ 1
n

řn´1
k“0 g

k defines

a projection in the group ring such that tr˚rps “ 1{n. This is the main

reason for preferring the equivariant K-homology of EΓ (see [16, Sections

1 and 2]) to the K-homology of BΓ in the definition of the Baum-Connes

assembly map as in line (38).

Second, property (T) obstructs surjectivity of the BCK assembly map

due to the existence of Kazhdan projections p P C˚pΓq whose K-theory

classes cannot be in the image of the assembly map; the essential point

is again Atiyah’s covering index theorem as explained in [71, Section 5].

This is one of the motivations for using the reduced group C˚-algebra

C˚r pGq on the right hand side of the Baum-Connes conjecture as in line

(38).

Nonetheless, the BCK assembly map in line (35) is known to be an

isomorphism in many interesting cases. In all the cases we know this to

hold, it happens for the conjunction of three reasons: the Baum-Connes

assembly map as in line (38) is known to be an isomorphism; the group Γ

is torsion-free, whence KΓ
˚pEΓq agrees with RK˚pBΓq; and the group Γ

is K-amenable in the sense of Cuntz [38, Theorem 2.1 and Definition 2.2],

which implies that the canonical map in line (39) induces an isomorphism

on K-theory.

The most prominent case where these three conditions hold is that

of torsion-free a-T-menable groups [73, Theorems 1.1 and 1.2], and in

particular for torsion-free amenable groups. Another important case is

torsion-free one-relator groups as in [20, Theorems 3 and 4]. A useful
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general criterion for the conditions above to hold is when Γ is torsion-free

and satisfies Tu’s condition (BC 1) [132, Definition 2.5 and Lemma 2.6].

Examples of groups satisfying (BC1) include all one-relator groups again

[132, Theorem 4.5], and fundamental groups of closed three-manifolds

[105, Theorem 3.5]. See also [20, Theorem A] and [132, Theorem 4.6] for

the case of Haken three-manifolds.

Following29 [8, Section 4] need a slightly ad hoc30, but technically

convenient, definition.

Definition 6.3. LetX be a CW complex. We define the limit K-theory of

X to be the inverse limit K˚pXq :“ lim
Ð
K˚pY q over all finite subcomplexes

Y of X

Note that with this definition the usual pairings31 K˚pY qbK˚pY q Ñ

Z between K-theory and K-homology of a compact space Y induce a

canonical pairing

K˚pXq bRK˚pXq Ñ Z (40)

defined for any CW complex X. Analogously, the Kasparov product

KKipC, CpY qq bKKipCpY q, On`1q Ñ KKpC, On`1q “ K0pOn`1q “ Z{n
(41)

for i P t0, 1u gives rise to a pairing

KipXq bRKipX;Z{nq Ñ Z{n. (42)

For the next result, note that a vector bundle E over a CW complex

X defines a class in K0
pXq in a canonical way: indeed, the restrictions

of E to all finite subcomplexes define an element of the inverse system.

Recall moreover that if π : Γ Ñ MmpCq is a unitary representation and

EΓ is the universal cover of the classifying space BΓ then the associated

flat bundle is defined by

Eπ :“ pEΓˆ Cmq{Γ (43)

where Γ acts diagonally via deck transformations on EΓ, and via π on

Cm. Then the projection map Eπ Ñ EΓ{Γ “ BΓ makes Eπ into a rank

m vector bundle over BΓ.

29More precisely, in [8, Section 4], Atiyah defines K˚pXq to be the inverse limit

lim
Ð
K˚pXpnqq, where Xpnq is the n-skeleton of X; however, Atiyah is working with CW

complexes with finitely many cells in each dimension; the definition we give here seems the

correct generalization.
30We say “ad-hoc” as it is perhaps more common to use representable K-theory as in [80,

Definition 2.19] or [126, Section 5]. The inverse limit version described here is more convenient

for us; the two should be related by a Steenrod-Milnor sequence, but we did not check this.
31See for example [74, Section 7.2], or treat it as a special case of the Kasparov product [80,

Theorem 2.14].
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Lemma 6.4. Let Γ be a discrete group, let π : Γ ÑMmpCq be a unitary

representation, and let Eπ be the corresponding flat bundle over BΓ. Let

rEπs P K0
pBΓq be the corresponding class, and let pπ : RK0pBΓq Ñ Z be

the operation of pairing with Eπ as in line (40) above. Then the diagram

RK0pBΓq

pπ

��

µ // K0pC
˚
pΓqq

π˚

��
Z Z

commutes. Similarly, the for any n ě 2, the diagram

RK0pBΓ;Z{nq

pπ

��

µ // K0pC
˚
pΓq;Z{nq

π˚

��
Z{n Z{n

Proof. This can be established in the same way as [117, Lemma 4.2] (in

the special case that the auxiliary space X appearing there is a point):

we leave the details to the reader.

For the next result, let τ : C˚pΓq Ñ C be the trivial representation.

As τ splits the unit inclusion CÑ C˚pΓq, there is a canonical splitting

K0pC
˚
pΓqq “ Zr1s ‘ rK0pC

˚
pΓqq (44)

where r1s P K0pC
˚
pΓqq is the class of the unit, and rK0pC

˚
pΓqq is the

kernel of τ˚ : K0pC
˚
pΓqq Ñ Z. Let also ĄRK0pBΓq be the kernel of the

map RK0pBΓq Ñ Z induced by collapsing BΓ to a single point, and let

rpts P RK0pBΓq be the class induced by the inclusion of any point in BΓ,

which also gives rise to a direct sum decomposition

RK0pBΓq “ Zrpts ‘ ĄRK0pBΓq (45)

Corollary 6.5. Let Γ be a discrete group. With notation as in the para-

graph above, the BCK assembly map of line (35) splits as a direct sum

rµ‘ idZ : ĄRK0pBΓq ‘ Zrpts Ñ rK0pC
˚
pΓqq ‘ Zr1s.

Proof. Lemma 6.4 implies that the diagram below

Kernelppτ q

��

µ // ĂK0pC
˚
pΓqq

��
RK0pBΓq

pτ

��

µ // K0pC
˚
pΓqq

τ˚

��
Z Z
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commutes. The map pτ is the operation of pairing with the trivial line

bundle: this agrees with the map RK0pBΓq Ñ Z defined by collapsing BΓ

to a point, so Kernelppτ q “ ĄRK0pBΓq. The lower two vertical maps pτ

and τ˚ are split by the inclusion of a point, and the inclusion of the unit

respectively, and the corresponding diagram still commutes by naturality

of the assembly map (the bottom horizontal arrow can be thought of as

the BCK assembly map for the trivial group). The result follows from

these observations.

The next lemma is again part of the folklore of the subject: see for

example [84, Theorem 2.4.3] or [42, Proposition 3.2] for a proof.

Lemma 6.6. Let Γ be a discrete group, and let µ be the BCK assembly

map of line (35). Let π : Γ ÑMmpCq be a finite-dimensional unitary rep-

resentation. Then with respect to the splitting in line (45), π˚pµpĄRK0pBΓqqq “

0 and π˚pµrptsq “ m.

Remark 6.7. If µ : RK˚pBΓq Ñ K˚pC
˚
pΓqq is an isomorphism, then

combining Lemmas 6.5 and 6.6, we see that if π : Γ Ñ MmpCq is a

unitary representation then

π˚pĂK0pC
˚
pΓqqq “ 0 and π˚pr1sq “ m. (46)

It is at first (at least to the author) surprising that something with such an

elementary statement needs to be proved using fairy heavy machinery like

the BCK assembly map. However, the formulas in line (46) will fail for

any non-trivial representation of a property (T) group; as such, it seems

there cannot be a genuinely elementary proof.

6.2 Finite coefficients and eta invariants

In Subsection 6.1, we used the BCK assembly map of line (35) to compute

the map

π˚ P HompK0pC
˚
pΓqq,K0pCqq

induced by a unitary representation π : Γ Ñ MmpCq. In this section, we

aim to compute the maps

π˚ P HompK0pC
˚
pΓq;Z{nq,K0pC;Z{nqq

on K-theory with finite coefficients induced by π. This is more subtle: it

turns out to be more convenient to compute the difference

τ˚ ´ π˚ : HompK0pC
˚
pΓq;Z{nq,K0pC;Z{nqq (47)

where τ is a trivial representation of the same dimension as π, and we do

this in terms of the relative eta invariant of Atiyah, Patodi, and Singer

[12].
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We will follow the approach of Higson and Roe to relative eta invari-

ants from [75]. For this, we need to recall the Baum-Douglas geometric

model of K-homology [17]; more specifically, we will use the variant of

this discussed by Higson and Roe in [75, Section 3], which is in turn based

on work of Keswani [83, Section 2.2]. Keswani’s version of the geometric

model of K-homology is shown to be equivalent to the original Baum-

Douglas version in [83, Section 2.3]. We briefly recall the cycles for odd

geometric K-homology group K1pXq of a compact metric space X in this

model; the even group is defined analogously, but we will not need this.

Definition 6.8. An odd K-cycle for a compact metric space X is a triple

pM,S, fq where:

(i) M is a smooth, closed, odd-dimensional, orientable, Riemannian

manifold (it need not be connected, and the connected components

need not have the same dimension as long as all are odd-dimensional);

(ii) S is a Dirac bundle over M in the sense of [75, Definition 3.1] (the

precise details of what this means will not be important to us);

(iii) f : M Ñ X is a continuous map.

The odd geometricK-homology groupK1pXq is then defined to consist

of K-cycles modulo the equivalence relation defined in [75, Definition 3.11]

(again, the exact details are not important to us). The groups K1pXq

are covariantly functorial: if g : X Ñ Y is a continuous map then g˚ :

K1pXq Ñ K1pY q is the map induced on K-cycles by

pM,S, fq ÞÑ pM,S, g ˝ fq. (48)

We will also need Dirac operators associated to K-cycles. Given an

odd K-cycle pM,S, fq one can associate a Dirac operator

D “ DM,S (49)

as in [75, Definition 3.5]: this is a first order elliptic operator acting on

smooth sections of the bundle S. The Dirac operator D is not uniquely

determined – it depends on a choice of ‘compatible connection’ as in [119,

Definition 3.4] – but the choices involved will not be important for us.

There is a well-defined map from geometric K-homology to analytic

K-homology defined on K-cycles by

pM,S, fq ÞÑ f˚rDs, (50)

where D is a choice of Dirac operator as in line (49), and rDs is the class it

defines in analytic K-homology (see for example [74, Chapter 10]). This

map defines an isomorphism between geometric and analytic K-homology

for finite CW complexes: see [77, Section 4], [118, Chapter 4], or [18] for

a proof. Note that if X is a possibly infinite CW complex and RK1pXq
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is defined via a direct limit as in line (34), then classes in RK1pXq can

still be described as triples pM,S, fq with f : M Ñ X a continuous map

as in Definition 6.8 above: indeed, as f : M Ñ X is continuous and M is

compact, f takes image in a finite subcomplex of X.

Let nowM be a closed, odd-dimensional, Riemannian manifold, equipped

with a Dirac bundle S as in Definition 6.8 and a choice of Dirac opera-

tor D on S. In their first paper on the subject [11], Atiyah, Patodi, and

Singer use spectral data to associate a real number ηpDq to D called the

eta invariant. Very roughly, ηpDq is the difference between the number of

positive eigenvalues of D and the number of negative eigenvalues; however,

both numbers are typically infinite so this does not make literal sense, and

ηpDq is actually defined using a sort of ‘zeta function regularization’.

The invariant ηpDq is quite delicate: it depends on D, not only on the

underlying topological data from the manifold M and bundle S. In the

second paper [12] of their series, Atiyah, Patodi, and Singer use ηpDq to

define a more robust relative eta invariant as follows. Assume that M is

equipped with a homomorphism π1pMq Ñ Γ, and let π : Γ Ñ MmpCq be

a finite dimensional unitary representation. This data defines a rank m

flat bundle Eπ over M analogously to line (43) above, and we write Dπ

for the Dirac operator D twisted32 by this bundle. On the other hand,

let Dm denote D twisted by the rank m trivial bundle Cm on M . Let kπ

(respectively, km) denote the dimension of the kernel of Dπ (respectively,

of Dm) acting on smooth sections of the associated bundle tensored by

Eπ (respectively, by Cm). Then the relative eta invariant33 is defined in

[12, Line (3.2)] by

ρπpDq :“
kπ ` ηpDπq

2
´
km ` ηpDmq

2
P R{Z. (51)

The reason for considering ρπpDq as an element of R{Z rather than R
is that is has stronger invariance properties this way. From a modern

point of view, the invariance properties of ρπ are well-summarized by

the following theorem, which is [75, Theorem 6.1]; the reader might also

usefully compare this to the material in [2, Section 6] which gives an

approach based on von-Neumann algebras rather than the Baum-Douglas

geometric model for K-homology.

Theorem 6.9 (Higson-Roe). Let pM,S, fq be a K-cycle as in Defini-

tion 6.8, and D “ DM,S a choice of associated Dirac operator as in line

(49). Equip π1pMq with the homomorphism f˚ : π1pMq Ñ π1pBΓq “ Γ

32See for example [93, page 139] or [119, Example 3.24] for a Dirac operator twisted by (or

equivalently, ‘with coefficients in’) a vector bundle.
33We warn the reader that we use the notation “ρ” by analogy with [75, Definition 2.3],

but Atiyah-Patodi-Singer instead use “rξπp0q”; what we call “ρπ” is not the same as what

Atiyah-Patodi-Singer call “ρπ” in [12, Theorem 2.4].
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induced by f , and let π : Γ Ñ MmpCq be a finite dimensional unitary

representation. Then the assignment

pM,S, fq ÞÑ ρπpDq

descends to a well-defined homomorphism

ρπ : RK1pBΓq Ñ R{Z.

Our first main goal in this section is to relate the map in line (47) to

the relative eta homomorphism ρπ of Theorem 6.9. We need some more

K-theoretic ingredients that we now describe.

Recall (see for example [124, Proposition 1.6] or [47, line (1.6)]) that

that for a C˚-algebra A and n ě 2 there is a Bockstein six-term exact

sequence

K0pAq
ˆn // K0pAq

ρn // K0pA;Z{nq

βn

��
K1pA;Z{nq

βn

OO

K1pAqρn
oo K1pAq

ˆn
oo

. (52)

The maps are all induced by Kasparov products with particular elements

of KK-groups, although we will not need precise descriptions. There is

an analogous six-term exact sequence in (representable) K-homology

RK0pBΓq
ˆn // RK0pBΓq

ρn // RK0pBΓ;Z{nq

βn

��
RK1pBΓ;Z{nq

βn

OO

RK1pBΓq
ρn
oo RK1pBΓq

ˆn
oo

(53)

defined using Kasparov product with the same elements mentioned above,

and then taking a direct limit over finite subcomplexes of BΓ (here we

use that direct limits preserve exactness). The maps βn in line (52) or

(53) are usually called Bockstein homomorphisms.

Here is the first main result of this section. We suspect it may be

know to some experts, but are not aware of it appearing in the literature

before.

Theorem 6.10. Let Γ be a discrete group. Let π : Γ Ñ MmpCq be a

unitary representation of Γ such that the restriction of π to any finitely

generated subgroup factors through a finite quotient. Let τ “ τ pmq : Γ Ñ

MmpCq be the m-dimensional trivial representation. Let n ě 2. Then the

following diagram commutes

RK0pBΓ;Z{nq

βn

��

µ // K0pC
˚
pΓq;Z{nq

τ˚´π˚ // Z{n

��
RK1pBΓq

ρπ // R{Z
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where: the top right horizontal arrow is the map of line (47); the top left

horizontal arrow is the BCK assembly map with finite coefficients of line

(37); the left vertical arrow is the Bockstein homomorphism appearing in

the exact sequence of line (53); the right vertical arrow sends the canonical

generator 1 P Z{n to 1{n; and the bottom horizontal arrow ρπ is the

relative eta invariant homomorphism of Theorem 6.9.

This is almost implict in the papers of Atiyah, Patodi, and Singer

[12, 13]. However, those authors do not work with K-homology (which

was not available in a convenient model at that time), but rather with K-

theory of tangent bundles. The two are related by Kasparov’s Poincaré

duality: see [81, Section 4] for the version we will use. The proof will

consist largely of combining these ingredients, but we must first recall

some background.

The first collection of facts we need is based on [12, Section 5]. Let A

be a (unital) C˚-algebra, and for each n,m ě 1, let

κnm,n : K˚pA;Z{nq Ñ K˚pA;Z{pnmqq (54)

be the natural transformation induced by any unital ˚-homomorphism

On`1 Ñ MmpOnm`1q inducing the canonical injection Z{n Ñ Z{pnmq
defined by sending 1 to m; such a homomorphism exists by the Kirchberg-

Phillips classification theory as for example in [64, Theorem A]. Let N
denote the set tn P N | n ě 2u equipped with the partial order where

n ď m if n divides m. Then the collection

pK˚pA;Z{nqqnPN (55)

is a directed system with the maps κnm,n as connecting maps. The fol-

lowing definitions are based on [12, Section 5].

Definition 6.11. Let A be a C˚-algebra. We define the K-theory of A

with Q{Z coefficients as the direct limit

K˚pA;Q{Zq :“ lim
Ñ
KpA;Z{nq

over the directed set of line (55). If X is a possibly infinite CW complex,

we define

K˚pX;Q{Zq :“ lim
Ð
K˚pY ;Q{Zq

where the inverse limit is taken over all finite subcomplexes Y of X anal-

ogously to Definition 6.3.

Analogously to line (42) above for any compact metric space Y and

each n ě 2, the Kasparov product induces a pairing

KK1pC, CpY q bOn`1q bKK1pCpY q,Cq Ñ KKpC, On`1q

or in other words

K1
pY ;Z{nq bK1pY q Ñ K0pOn`1q “ Z{n.
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Taking the direct limit over the directed system in line (55) then gives a

pairing

K1
pY ;Q{Zq bK1pY q Ñ lim

nPN
K0pOn`1q “ Q{Z. (56)

Finally, if X is a general CW complex, these pairings induce a pairing

K1
pX;Q{Zq bRK1pXq Ñ Q{Z (57)

by taking limits over finite CW subcomplexes.

Now, the Bockstein exact sequences of line (52) for n and nm fit into

diagrams

¨ ¨ ¨
ˆn // K1pAq

ρn //

ˆm

��

K1pA;Z{nq

κnm,n

��

βn // K0pAq

id

��

ˆn // K0pAq
ρn //

ˆm

��

¨ ¨ ¨

¨ ¨ ¨
ˆnm // K1pAq

ρnm // K1pA;Z{pnmqq
βnm // K0pAq

ˆnm // K0pAq
ρnm // ¨ ¨ ¨
(58)

(the top and bottom lines are ‘unrolled’ versions of the Bockstein six-term

sequences from line (52)); these commute by the identities in [124, Propo-

sition 2.1], plus the essential uniqueness of the natural transformations

involved as in [31, Lemma A.4]. Taking the direct limit of the six-term

exact sequences in line (58) over the directed set N defined just above

line (55) gives a six-term exact sequence

K0pAq
ι // K0pAq bQ

ρ // K0pA;Q{Zq

β

��
K1pA;Q{Zq

β

OO

K1pAq bQ
ρ

oo K1pAqι
oo

(59)

where the arrows labeled ι are induced by the canonical inclusion ZÑ Q,

and the arrows labeled ρ and β are the direct limits of the arrows ρn and

βn respectively. Moreover, if A “ CpY q is the continuous functions on a

connected compact Hausdorff space, then passing to reduced K0 groups
rK0 (and noting that the reduced K1 groups are the same as the usual K1

groups) the sequence

rK0
pY q

ι // rK0
pY q bQ

ρ // rK0
pY ;Q{Zq

β

��
K1
pY ;Q{Zq

β

OO

K1
pY q bQ

ρ
oo K1

pY q
ι

oo

(60)

is a direct summand of the sequence in line (59), and in particular still

exact.

Finally, if X is a possibly infinite connected CW complex, we write

β : K1
pX;Q{Zq Ñ rK0

pXq. (61)
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for the map induced by taking the inverse limits of the left hand vertical

maps in line (60) as Y ranges over finite subcomplexes of X (this makes

sense by naturality of β). Here we let rK0
pXq be the kernel of the map

K0
pXq Ñ Z induced by the inclusion of a point.

The next lemma is implicit in [12, Section 5]; we provide a proof for

the reader’s convenience. Recall first that if Λ is a finite group then there

is a CW model for its classifying space that is finite in each dimension

– for example, the infinite join construction of the classifying space from

[107, Section 3] has this property – but if Λ is not trivial then there is no

finite model for BΛ (see for example [25, Corollary VIII.2.5]).

Lemma 6.12. Let Λ be a finite group and let BΛ be a CW complex model

for its classifying space that is finite in each dimension. Then the map β

of line (61) is an isomorphism for X “ BΛ.

Proof. Let BΛpnq denote the n-skeleton of BΛ; as this is finite for all n,

K0
pBΛq is the inverse limit of the inverse system pK0

pBΛpnqqq8n“1. Simi-

larly, K1
pBΛ;Q{Zq is the inverse limit of the system pK1

pBΛpnq;Q{Zqq8n“1.

As BΛ has trivial rational cohomology34, considering cellular coho-

mology shows that rHk
pBΛpnq;Qq is zero if k ‰ n. As the Chern char-

acter is a rational isomorphism, rK0
pBΛpnqq b Q “ 0 for n odd, and

K1
pBΛpnqq b Q “ 0 for n even. Now, consider the short exact sequence

for n odd

0 Ñ
K1
pBΛpnqq bQ

ιpK1pBΛpnqqq

ρ
Ñ K1

pBΛpnq;Q{Zq β
Ñ rK0

pBΛpnqq Ñ 0 (62)

induced from line (60) and the above observations. As K1
pBΛpnqqbQ “ 0

for n even, the connecting maps for the inverse system

˜

K1
pBΛpnqq bQ

ιpK1pBΛpnqqq

¸

n odd

are all zero. In particular, this inverse system satisfies the Mittag-Leffler

condition so the inverse limit of the short exact sequence in line (62) is

still exact (see for example [8, Pages 31-2] or [136, Section 3.5]), giving a

short exact sequence

0 Ñ K
ρ
Ñ K1

pBΛ;Q{Zq β
Ñ rK0

pBΛq Ñ 0.

The groupK on the left is an inverse limit of a system with zero connecting

maps, so is trivial, and we are done.

We need one more lemma before the proof of Theorem 6.10.

34This is well-known, but we were unable to find a good reference. One can for example

show this purely algebraically by showing that Q with the trivial Λ-action is a flat ZΛ-module.
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Lemma 6.13. Let Γ be a countable group, let y P K1
pBΓ;Q{Zq, and let

n ě 2. Then the diagram below commutes

RK0pBΓ;Z{nq
pβpyq //

βn

��

Z{n

��
RK1pBΓq

py // Q{Z

where: the left hand map βn is the right vertical map from line (53); βpyq

is the image of y under the map β of line (61) and pβpyq is the operation

of pairing with it as in line (42); py is the operation of pairing with y as

in line (57); and the right hand vertical arrow is the canonical inclusion

determined by 1 ÞÑ 1{n.

Proof. Thanks to the definitions of the pairings in lines (42) and (57), it

suffices to show that if Y is a finite CW subcomplex of BΓ and z is the

image of y under the canonical map K1
pBΓ;Q{Zq Ñ K1

pY ;Q{Zq, then

the following diagram commutes

KKpCpY q, On`1q
pβpzq //

βn

��

KKpC, On`1q “ Z{n

��
KK1pCpY q,Cq

pz // limmKKpC, Om`1q “ Q{Z

where: β is the left hand vertical arrow in line (59) for A “ CpY q and

pβpzq is the result of pairing with βpzq P KK1pC, CpY qq as in line (41);

pz is the result of pairing with z P limmKKpC, CpY q b Om`1q as in line

(56); and the two vertical maps are defined as before. Let now m P N
be such that n divides m, and such that z is in the image of an element

zm under the map KKpC, CpY qbOm`1q Ñ limmKKpC, CpY qbOm`1q.

Then it suffices to show that the diagram below commutes

KKpCpY q, On`1q
pβmpzmq//

βn

��

KKpC, On`1q “ Z{n

κm,n

��
KK1pCpY q,Cq

pzm // KKpC, Om`1q “ Z{m

(63)

where κm,n P KKpOn`1, Om`1q is as in line (54). Let bm P KK1pOm`1,Cq
be the element inducing the map βm, and similarly for bn. Then the mage

of x P KKpCpY q, On`1q under the right-down composition in line (63) is

given by

ppzm ¨ bmq ¨ xq ¨ κm,n

while the down-right composition is given by

zm ¨ px ¨ bnq;
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using associativity of the Kasparov product, we therefore must show that

bm ¨ x ¨ κm,n “ x ¨ bn

in KK1pOm`1 bCpY q, Om`1q. Moreover, bm ¨ x “ x ¨ bm, so it suffices to

show that bm ¨κm,n “ bn in KK1pOn`1,Cq. It follows from [124, Proposi-

tion 2.1] that bm ¨κm,n and bn induce the same natural transformations on

K-theory with finite coefficients, from which the identity bm ¨ κm,n “ bn

follows (compare for example [123, Remark 8.8]).

We are now ready for the proof of Theorem 6.10.

Proof of Theorem 6.10. The diagram appearing in Theorem 6.10 is con-

tinuous as one takes direct limits over groups. Thus we may assume that

Γ is finitely generated, and that π factors through a finite quotient of Γ.

Let Eπ be the flat bundle over BΓ corresponding to π as in line (43)

above, and let Cm be the corresponding trivial bundle of the same rank.

Let

pπ : RK0pBΓ;Z{nq Ñ Z{n, x ÞÑ prEπs ´ rCmsq ¨ x

be the operation of pairing with rEπs ´ rCms P rK0
pBΓq as in line (42)

above. Then the diagram

RK0pBΓ;Z{nq

pπ

��

µ // K0pC
˚
pΓq;Z{nq

π˚´τ˚

��
Z{n Z{n

commutes by Lemma 6.4. It thus suffices to show that

RK0pBΓ;Z{nq
pπ //

βn

��

Z{n

��
RK1pBΓq

ρπ // R{Z

(64)

commutes.

Let q : Γ Ñ Λ be a finite quotient of Γ through which π factors.

Let rEΛ
π s ´ rCms P rK0

pBΛq be the corresponding class where EΛ
π is the

flat bundle associated to π (considered as a representation of Λ) as in line

(43). Let q : BΓ Ñ BΛ also denote the induced map on classifying spaces.

Then the diagram

rK0
pBΛq

q˚ // rK0
pBΓq

K1
pBΛ;Q{Zq

β

OO

q˚ // K1
pBΓ;Q{Zq

β

OO (65)
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commutes by naturality of the map β from line (61) above. The left hand

map β in line (65) above is an isomorphism by Lemma 6.12, so we may

define y P K1
pBΓ;Q{Zq by

y :“ q˚pβ´1
prEΛ

π s ´ rCmsqq P K1
pBΓ;Q{Zq

(compare [12, page 431]). Then by commutativity of the diagram in line

(65), βpyq “ rEπs ´ rCms P rK0
pBΓq. Hence we have an equality of maps

pβpyq “ pπ : RK0pBΓ;Z{nq Ñ Z{n. (66)

where the map pβpyq is as in Lemma 6.13. As Lemma 6.13 gives us the

commutative diagram

RK0pBΓ;Z{nq
pβpyq //

βn

��

Z{n

��
RK1pBΓq

py // Q{Z

and as we have the identity in line (66), to show that the diagram in line

(64) commutes (recall this is our goal!) if suffices to show an identity of

maps

ρπ “ py : RK1pBΓq Ñ Q{Z. (67)

This is essentially the Atiyah-Patodi-Singer index theorem for flat bundles,

as we explain in the remainder of the proof.

Indeed, let z P RK1pBΓq be an arbitrary class represented by a K-

cycle pM,S, fq as in Definition 6.8. Let rDs P K1pMq be the class of an

associated Dirac operator in analytic K-homology, and let rσDs be the

symbol class of D in K1
pTMq. Then on [13, page 87], Atiyah-Patodi-

Singer construct an analytical index map indπ : K1
pTMq Ñ R{Z such

that the equality

indπprσDsq “ ρπpzq (68)

holds by definition (compare Theorem 6.9 above). On the other hand on

[13, page 87] again, Atiyah-Patodi-Singer define a topological index map

Indπ : K1
pTMq Ñ R{Z by the formula

IndπprσDsq :“ Indpf˚pyq ¨TM rσDsq (69)

where: the product ¨TM on the right hand side is the module action of

K1
pM ;Q{Zq on K1

pTMq

K1
pM ;Q{Zq bK1

pTMq Ñ K0
pTMq

(a variation incorporating suspensions and coefficients of the module ac-

tion of K0
pMq on K0

pTMq defined on [14, page 491]); and Ind is the

Atiyah-Singer topological index map [14, Section 3]

Ind : K0
pTM ;Q{Zq Ñ K0

ppt;Q{Zq “ Q{Z
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adapted for Q{Z coefficients. Using [13, Theorem 5.3] (compare also [13,

Remark 2 on page 87]), the left hand sides of lines (68) and (69) agree,

and so

ρπpzq “ Indpf˚pyq ¨TM rĂσDsq. (70)

To establish the formula in line (67), we follow Kasparov’s approach to

index theory as exposited in [81, Sections 2-4].

Now, analogously to Kasparov [81, page 1318], we may consider the

symbol σD of D as defining a class in KK1pCpMq, C0pTMqq
35, which we

denote M rσDs. In the language of the Kasparov product, we have

f˚pyq ¨TM rσDs “ f˚pyq ¨ M rσDs.

Thus we may rewrite line (69) as

IndπprσDsq “ Indpf˚pyq ¨ M rσDsq. (71)

Let rDM s P K0pTMq “ KKpC0pTMq,Cq denote Kasparov’s Dolbeault

K-homology class as in [81, Definition 2.8]. Then we have Kasparov’s

Poincaré duality (see [81, Theorem 4.2])

M rσDs ¨ rDM s “ rDs P K1pMq (72)

and (still by [81, Theorem 4.2], or more precisely, a slight variant with

coefficients) that for any w in

K0
pTM ;Q{Zq “ lim

n
KKpC, C0pTMq bOn`1q

we have that

Indpwq “ rws ¨ rDM s. (73)

Hence if we write rf s P limY KKpCpY q, CpMqq for the KK-class associ-

ated to f (the limit is taken over all finite subcomplexes Y of BΓ), then

starting with lines (70) and (71), we have

ρπpzq “ Indpf˚pyq ¨ M rσDsq

“ ppy ¨ rf sq ¨ M rσDsq ¨ rDM s

where we have used that f˚pyq “ y ¨ rf s (by definition) and line (73).

Using associativity of the Kasparov product and Poincaré duality as in

line (72), we thus get the first equality in the chain below

ρπpzq “ y ¨ rf s ¨ rDs “ y ¨ f˚rDs “ y ¨ z “ pypzq.

35Kasparov just calls this class rσDs, and considers it as an element of a slightly

more complicated group RK1pM ;C0pTMqq, where the latter group would be denoted

RKK1pM ;CpMq, C0pTMqq in [80, 2.19] (compare [81, page 1306]). We only need the image of

Kasparov’s class under the forgetful map RK1pM ;CpMq, C0pTMqq Ñ KK1pCpMq, C0pTMqq,

so just work there for simplicity.
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The other equalities are justified by: the second equality is by definition

of f˚rDs; the third follows as f˚rDs is the analytic K-homology class as-

sociated to the K-cycle pM,S, fq underlying z (compare line (50) above);

and the last follows by definition of py (see Lemma 6.13 above). This is

the desired identity from line (67), so we are done.

For our concrete examples, we will need the following explicit compu-

tation. Again, it is essentially due to Atiyah, Patodi, and Singer.

Proposition 6.14. Let Γ be a discrete group. Let rS1,C, f s P RK1pBΓq

be the class associated to a continuous map f : S1
Ñ BΓ. Let π : Γ Ñ C

be a one-dimensional unitary representation. Let f˚ : Z “ π1pS
1
q Ñ Γ

be the map induced on fundamental groups by f , and assume that π ˝ f˚

takes 1 P Z (identified with the class of a loop of winding number one) to

e2πiq for some q P p0, 1q. Then

ρπpµprS
1,C, f sqq “ ´q P R{Z.

Proof. The relative eta invariant map of Theorem 6.9 is natural, as follows

directly from the description of functoriality for K-cycles in line (48).

Hence the diagram below commutes

K1pS
1
q

f˚

��

ρπ˝f˚ // R{Z

K1pBΓq
ρπ // R{Z

.

It thus suffices to show that if σ : π1pS
1
q “ ZÑ C is the one-dimensional

unitary representation taking 1 to e2πiq, and

ρσ : K1pBZq Ñ R{Z

is the homomorphism of Theorem 6.9, then (having identified S1 with

BZ), ρσrS
1,C, ids “ ´q. Now, a canonical choice of Dirac operator as-

sociated to the K-cycle pS1,C, idq is D “ i d
dx

acting on the trivial line

bundle (here we treat S1 as R{Z and x as the usual variable). With

notation as in line (51) above, we thus need to show that

kσ ` ηpDσq

2
´
k1 ` ηpD1q

2
“ ´q

The necessary direct computations for this are contained in [12, page 411].

Indeed, for 0 ă q ă 1, [12, page 411] shows that Dσ has trivial kernel,

and the kernel of D1 is spanned by the constant functions; hence kσ “ 0

and k1 “ 1. On the other hand, it is also computed in [12, page 411] that

ηpDσq “ 1´ 2q and that ηpD1q “ 0. The result follows.

The next theorem puts together our work in Section 6; it was motivated

partly by comments of Marius Dadarlat.
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Theorem 6.15. Let Γ be a discrete group, for which the BCK assembly

map µ of line (35) is an isomorphism. Assume moreover that any torsion

class in RK1pBΓq can be represented by a K-cycle of the form pS1,C, fq
for some continuous map f : S1

Ñ BΓ.

Then with notation as in Definition 3.13, Example 3.14, and Definition

3.20, for any K-datum P for K0pC
˚
pΓqq there exists a finite subset Q of

the group ĂK0pC
˚
pΓqq of line (44) with the following property.

Assume that

α P HomΛ0pK0pC
˚
pΓqq,K0pCqq

is such that the induced map α1 : K0pC
˚
pΓqq Ñ K0pCq satisfies that

α1r1s ě 0 and α1 vanishes on Q. Then there exists a character σ : Γ Ñ C
such that if τ : Γ Ñ C is the trivial representation then

α` σ˚ “ pαr1s ` 1qτ˚ (74)

as elements of the set HomΛ0pP,K0pCqq of Definition 3.20.

Proof. For an abelian group G, let nG and nG denote respectively the

cokernel and kernel of the multiplication by n map ˆn : GÑ G (equiva-

lently, nG “ Gb Z{n and nG is the n-torsion subgroup of G). As in the

proof of Lemma 6.1, we have the short exact universal coefficient theorem

sequence36

0 Ñ nK0pAq
ρn
ÝÑ K0pA;Z{nq βn

ÝÑ nK1pAq Ñ 0.

As in [31, Lemma A.5], this sequence admits a splitting

s0 : nK1pAq Ñ K0pA;Z{nq

that is compatible with the operations making up the category Λ0
37 from

Definition 3.13.

Specialize now to A “ C˚pΓq, and consider the commutative diagram

0 // nK0pC
˚
pΓqq

τ˚

��

ρn // K0pC
˚
pΓq;Z{nq

τ˚

��

βn //
nK1pC

˚
pΓqq // 0

Z{n Z{n

.

(75)

The vertical maps are split by the unit inclusion, so we have a direct sum

decomposition

K0pC
˚
pΓq;Z{nq – Kerpτ˚q ‘ Z{n

36It is the result of ‘unsplicing’ the long-exact sequence of line (52).
37It is not possible to choose such a splitting that is natural for ˚-homomorphisms between

C˚-algebras.
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and in particular, there is an idempotent map p : K0pC
˚
pΓq;Z{nq Ñ

K0pC
˚
pΓq;Z{nq with image Kerpτ˚q. Define

s : nK1pC
˚
pΓqq Ñ K0pC

˚
pΓq;Z{nq, s :“ p ˝ s0. (76)

Using the diagram in line (75), one sees that this is still a splitting for

βn : K0pC
˚
pΓq;Z{nq Ñ nK1pC

˚
pΓqq, and thus we get a direct sum de-

composition

K0pC
˚
pΓq;Z{nq – nK0pC

˚
pΓqq ‘ nK1pC

˚
pΓqq (77)

that is compatible with the operations in Λ0 as n varies, and also so that

the summand nK1pC
˚
pΓqq is contained in the kernel of τ˚. Using our

assumption that the BCK assembly map is an isomorphism (which implies

that the BCK assembly map with any Z{n coefficients is an isomorphism

by Lemma 6.1), we pull this back to a decomposition

RK0pBΓ;Z{nq – nRK0pBΓq ‘ nRK1pBΓq (78)

that is compatible with Λ0 and with the BCK assembly map µ.

Now, let P be a K-datum for K0pC
˚
pΓqq as in the statement. Write

P1 for the part of P in K0pC
˚
pΓqq, and Pn for the part in K0pC

˚
pΓq;Z{nq

for n ě 2; all but finitely many of the Pn will be empty. For each n ě 2,

write Pn,0 for the projection of Pn onto the direct summand nK0pC
˚
pΓqq

in line (77). Let Q be a finite subset of the group ĂK0pC
˚
pΓqq of line (44)

that is large enough so that Q`Zr1s contains P1, and so that for each n,

the image of Q` Zr1s under the map

ρn : K0pC
˚
pΓqq Ñ K0pC

˚
pΓq;Z{nq

of line (52) contains Pn,0. We claim that Q has the property in the

statement.

Assume then that we are given

α P HomΛ0pK0pC
˚
pΓqq,K0pCqq

such that α1r1s ě 0, and so that α1pQq “ 0. We need to define σ with

the properties in the statement.

To do this, for each n ě 2, the definition of HomΛ0 (see Definition 3.13

above) gives maps

αn : K0pC
˚
pΓq;Z{nq Ñ K0pC;Z{nq “ Z{n.

Abusing notation slightly we also write αn : nK1pC
˚
pΓqq Ñ Z{n for the

restriction of αn to the direct summand in line (77). For each m ě 2
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compatibility of α, and of the direct sums decompositions in line (77),

with the operations in Λ0 implies that we have a commutative diagram

nK1pC
˚
pΓqq

��

αn // Z{n

��
nmK1pC

˚
pΓqq

αnm // Z{pnmq

where the vertical maps are the canonical inclusions (compare the com-

mutative diagram in [31, Line (A.28)]). Taking the direct limit of these

diagrams over all n in the directed set N defined just above line (55)

therefore gives us a map

αtor : TorpK1pC
˚
pΓqq Ñ Q{Z,

where Torp¨q denotes the torsion subgroup of an abelian group. Let Γab

be the abelianization of Γ, and define σ0 to the composition

TorpΓabq Ñ TorpK1pC
˚
pΓqq

αtor
ÝÑ Q{Z

where the first map is induced by the map Γ Ñ K1pC
˚
pΓqq sending group

elements to the canonical unitaries. Then σ0 extends to a map σ1 : Γab Ñ

Q{Z by injectivity (i.e. divisibility - see for example [136, Corollary 2.3.2])

of the abelian group Q{Z. We define σ : Γ Ñ C to be the complex

conjugate of the composition

Γ Ñ Γab
σ1
ÝÑ Q{ZÑ C

where the first map is the canonical quotient, and the last map is x ÞÑ

e2πix. Note that the restriction of σ to any finitely generated subgroup

of Γ takes image in a finitely generated, torsion, abelian group, and thus

the image is finite. We claim that the equation in line (74) holds on P ,

which will complete the proof.

Indeed, by choice of Q and assumption that α1 vanishes on it, α1

agrees with αr1sτ˚ on P1 Ď K0pC
˚
pΓqq; moreover, σ˚ agrees with τ˚

on this summand by Lemma 6.6. Similarly, αn agrees with αr1sτ˚ on

the image Pn,0 of each Pn in nK0pC
˚
pΓqq by compatibility of α with

Λ0, and σ˚ agrees with τ˚ on this set. Moreover, τ˚ vanishes on the

summand nK1pC
˚
pΓqq in line (77) by choice of the splitting s from line

(76). To complete the proof, it thus suffices to show that for each n ě 2

the restriction of αn to the summand nK1pC
˚
pΓqq agrees with σ˚; it

moreover suffices to show that it agrees with τ˚ ´ σ˚.

For this, we use commutativity of the diagram

RK0pBΓ;Z{nq

βn

��

µ // K0pC
˚
pΓq;Z{nq

τ˚´σ˚ // Z{n

��
RK1pBΓq

ρσ // R{Z
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from Theorem 6.10. Using our assumption that the BCK assembly map

µ is an isomorphism (which implies that it is also an isomorphism with

all finite coefficients by Lemma 6.1), and also naturality of µ with respect

to βn, it thus suffices to show that we have an equality

αn ˝ µ “ ρσ : nRK1pBΓq Ñ R{Z (79)

for each n (we use here that the map from RK0pBΓ;Z{nq to the summand

nRK1pBΓq as in line (78) is βn).

Fix then n ě 2, and let z P nRK1pBΓq be an arbitrary class. Our

assumption on torsion classes in RK1pBΓq implies that z “ rS1,C, f s for

some continuous map f : S1
Ñ BΓ. Proposition 6.14 thus gives that

ρσpzq “ q

where σ ˝ f˚p1q “ e´2πiq. On the other hand, by definition of σ,

σpf˚p1qq “ e´2πiαtorprf˚p1qsq “ e´2πiαnrf˚p1qs

where rf˚p1qs is the class of f˚p1q in K1pC
˚
pΓqq. Hence to show that the

identity in line (79) holds, it suffices to show that

rf˚p1qs “ µrS1,C, f s.

To see this note that the identification BZ “ S1 and naturality of the

assembly map gives us a commutative diagram

RK1pS
1
q

f˚

��

µ // K1pC
˚
pZqq

f˚

��
RK1pBΓq

µ // K1pC
˚
pΓqq

.

The two groups on the top line are isomorphic to Z, and are generated by

rS1,C, ids and r1s respectively. The left hand vertical map takes rS1,C, ids
to rS1,C, f s (compare line (48) above), and the right hand vertical map

takes r1s to rf˚p1qs, so we are done.

7 Low-dimensional examples

In this section, we use the results of Sections 5 and 6 to do explicit com-

putations for some low-dimensional examples.

The first result we need comes from Matthey’s paper [104]. We warn

the reader that Matthey uses “K˚” for what we call “RK˚” (see line (34)

above).
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Proposition 7.1. For any connected CW complex X there are homomor-

phisms

βXi : HipXq Ñ RKi mod 2pXq

for i “ 0, 1, 2 that are natural for continuous maps between CW-complexes.

The map βX0 has the property that βX0 rptsH “ rptsK where rptsH P

H0pXq (respectively, rptsK P RK0pXq) is the class coming from the in-

clusion of any point. The map βX1 has the property that if f : S1
Ñ X

describes an element of π1pXq and rf s P H1pBΓq is the image of this

element under the Hurewicz map π1pXq Ñ H1pXq, then

βX1 prf sq “ rS
1,C, f s

(here we use notation for K-cycles as in Definition 6.8).

Moreover, if X is a CW complex of dimension at most three, then the

direct sum map

βX0 ‘ β
X
2 : H0pXq ‘H2pXq Ñ RK0pXq

is an isomorphism, and there is an isomorphism

βXod : H1pXq ‘H3pXq Ñ RK3pXq.

that restricts to βX1 on H1pXq.

Proof. The existence and naturality of βX0 , plus the fact that βX0 rptsH “

rptsK is contained in [104, Proposition 2.1 (i)]. Existence and naturality of

βX1 and βX2 is contained in [104, Proposition 3.2]. The explicit description

of βX1 in terms of loops is contained in [104, Proposition 3.4]. Finally,

the isomorphism statement follows from [104, Proposition 2.1 (ii) and

Proposition 3.3].

We next need to recall a result due to Dadarlat [44, Theorem 1.1]. To

state it, we recall that H2pBΓq identifies with the second group homology

H2pΓq (essentially by definition), and that if Γ “ xS | Ry is a (possibly

infinite) presentation giving rise to a short exact sequence

teu Ñ xxRyy Ñ FS Ñ Γ Ñ teu

(here FS is the free group on S, and xxRyy is the normal subgroup of FS

generated by R) then Hopf (see [25, Theorem 5.3]) showed that

H2pΓq “
xxRyy X rF, F s

rF, xxRyys
,

where rA,Bs denotes the subgroup generated by commutators ra, bs with

a P A, b P B and A, B subgroups of some ambient group G. Follow-

ing Dadarlat, an element c of H2pBΓq can therefore be represented as a

product
g
ź

i“1

rai, bis
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where ai, bi P FS , and the image
śg
i“1rai, bis in Γ is trivial. Let φ : Γ Ñ

BpCnq be a quasi-representation. Then as long as
śg
i“1rφpaiq, φpbis is

within distance one of the identity, the path

r0, 1s Q t ÞÑ det
´

p1´ tq ` t
g
ź

i“1

rφpaiq, φpbis
¯

(80)

passes only through Cˆ :“ tz P C |‰ 0u, and starts and ends at 1.

Definition 7.2. Let Γ be a countable group, let c P H2pBΓq be given by

g
ź

i“1

rai, bis

as above, and let φ : Γ ÑMnpCq1 be a quasi-representation such that

›

›

›

›

›

g
ź

i“1

rφpaiq, φpbiqs ´ 1

›

›

›

›

›

ă 1.

We write wpφ, cq for the winding number of the path in line (80) above.

Dadarlat’s theorem [44, Theorem 1.1] is more general than the state-

ment we give below in that it works without the ucp assumption. We

state it like this just to fit it more cleanly into our framework.

Theorem 7.3 (Dadarlat). Let Γ be a countable discrete group, and let

c P H2pBΓq. Then for any K-datum P as in Definition 3.20 that contains

µpβBΓ
2 pcqq there exists a finite subset S of Γ and ε ą 0 such that pP, S, εq is

a K0-triple in the sense of Definition 4.1, such that wpφ, cq makes sense,

and with the following property.

If φ : Γ ÑMnpCq is a ucp pS, εq-representation in the sense of Defini-

tion 1.3 and

κ
pS,εq
P : HomΛ0pK

ε
0pSq,K0pCqq Ñ HomΛ0pP,K0pCqq

is as in Lemma 3.21 above, then

κ
pS,εq
P pφ˚qpµpβ

BΓ
2 pcqqq “ wpc, φq.

Here is our main general theorem for groups with low-dimensional

classifying space.

Theorem 7.4. Let Γ be a countable discrete group such that C˚pΓq is

RFD and satisfies the approximate K-homology UCT of Definition 3.22.

Assume that the BCK assembly map of line (35) is an isomorphism. As-

sume moreover that the classifying space BΓ is realized as a CW complex

of dimension at most three, and that H3pBΓq is torsion free.

Let S be a collection of finite symmetric subsets of Γ that is closed

under finite unions, and with the property that
Ť

SPS S generates Γ. Then

75



for any S P S and ε ą 0 there exist T P S, δ ą 0 and a finite subset C of

H2pBΓq with the following property.

For any ucp pT, δq representation φ : Γ ÑMnpCq the winding number

invariants wpφ, cq make sense for c P C. Moreover, if wpφ, cq “ 0 for

all c P C, then there are unitary representations θ : Γ Ñ MkpCq and

π : Γ ÑMn`kpCq such that

}φpsq ‘ θpsq ´ πpsq} ă ε

for all s P S.

If moreover Γ has the LLP of Definition 2.4 and if S is the collection

of all finite symmetric subsets of Γ, then one can drop the assumption that

φ is ucp.

Proof. Let pS, εq be given, and let pP, T, δq be as in the conclusion of

Theorem 5.3 (in the non-LLP case). Let Q Ď rK0pC
˚
pΓqq be a finite set as

in the conclusion of Theorem 6.15 for the K-datum P . Using Proposition

7.1, the assumption that the BCK assembly map is an isomorphism, and

Corollary 6.5, there is a finite subset C of H2pBΓq such that µpβBΓ
2 pCqq “

Q. Expanding T and shrinking δ if necessary, we may assume that wpc, φq

is defined whenever φ : Γ ÑMnpCq is a ucp pT, δq-representation.

Assume then that φ : Γ Ñ MnpCq is a ucp pT, δq-representation

such that the winding number invariants wpφ, cq are zero for all c P C.

Then Theorem 7.3 implies that with κ
pS,εq
P as in Lemma 3.21, we have

that κ
pS,εq
P pφ˚pqqq “ 0 for all q P Q. Note that Proposition 7.1 im-

plies that RK1pBΓq – H1pBΓq ‘ H3pBΓq; as by assumption H3pBΓq

is torsion free, all torsion in RK1pBΓq comes from βBΓ
1 pH1pBΓqq, and

therefore by Proposition 7.1 again, every torsion class in RK1pBΓq is

of the form rS1,C, f s for some continuous map f : S1
Ñ BΓ. Let

α P HomΛ0pK0pC
˚
pΓqq,K0pCqq be any element that equals κ

pS,εq
P pφ˚q

in HomΛ0pP,K0pCqq, and note that α1r1s “ φ˚r1s “ n ě 0. Then by

Theorem 6.15 there is a character σ : Γ Ñ C such that

κ
pS,εq
P pφ˚q ` σ˚ “ pn` 1qτ˚

as elements of HomΛ0pP,K0pCqq, where τ is the trivial representation.

Write τ pnq for the n-dimensional trivial representation.

We may now apply Theorem 5.3 to conclude that there exists a rep-

resentation θ0 : Γ ÑMk0pCq and a unitary u PMn`k0`1pCq such that

}upφpsq ‘ σpsq ‘ θ0psqqu
˚
´ τ pn`1q

psq ‘ θ0psq} ă ε

for all s P S. Setting k “ k0 ` 1, θ “ σ ‘ θ0, and π “ u˚pτ pn`1q
‘ θ0qu,

we are done.
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7.1 Free-by-cyclic groups

In this subsection we discuss free-by-cyclic groups, i.e. groups of the form

F ¸φ Z where F is a finitely generated free group and Z acts on Fn by an

automorphism φ. This class of groups is large and well-studied. Note that

it contains Z2 and the Klein bottle group Z¸Z as special cases, and that

these (and the degenerate case Γ “ Z) are the only amenable examples.

The following result summarizes key facts about such groups. We

believe these are all well-known, but do not know where to look them up.

Proposition 7.5. Let Γ “ F ¸φ Z be a free-by-cyclic group where F is a

finitely generated free group, and φ is an automorphism of F . Then Γ is

UCT, RFD, LLP, and the BCK assembly map for Γ is an isomorphism.

Moreover, Γ admits a finite CW complex BΓ of dimension two for its

classifying space, and H2pBΓq is a free-abelian group with rank equal to

the multiplicity of the eigenvalue one for the map

φ˚ : H1pF ;Cq Ñ H1pF ;Cq

induced by φ on homology with complex coefficients.

Proof. The group Γ is clearly torsion-free. It has the Haagerup property

by [33, Example 6.1.6]. As discussed in Remarks 5.6 and 6.2 respectively,

the Haagerup property implies that Γ is UCT and that the BCK assem-

bly map is an isomorphism. The RFD and LLP results are covered by

Remarks 5.7 and 5.5 respectively.

Let nowBF be the classifying space for F , which we realize in the usual

way as a wedge of n circles where n the rank of F . Let φ : BF Ñ BF be

a map that induces φ on fundamental groups (such exists and is unique

up to homotopy). We may assume that φ is cellular (see [70, Theorem

4.8]), whence the mapping torus defined by

Mφ :“ pBF ˆ r0, 1sq{ppx, 0q „ p1, φpxqqq

can be given the structure of a finite, two-dimensional CW complex. It

moreover admits a fibration BF Ñ Mφ Ñ S1, and is thus aspherical

by the long exact sequence of homotopy groups for a fibration (see for

example [70, Theorem 4.41]). The fundamental group π1pMφq agrees with

Γ by the Seifert-van Kampen theorem, and therefore Mφ is the requited

model for BΓ. The statement on H2 follows from the long exact sequence

0 Ñ H2pMφq Ñ H1pBF q
id´φ˚
ÝÑ H1pBF q Ñ H1pMφq Ñ H0pBF q Ñ 0

for the homology of the mapping torus as in [70, Example 2.48].

The next result follows directly from Proposition 7.5 and Theorem 7.4.
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Theorem 7.6. Let Γ “ F ¸φ Z be a free-by cyclic group. Let n be the

rank of F , and let φ˚ : Rn Ñ Rn be the map induced by φ on the first

homology group. Let m be the rank of one as an eigenvalue of φ˚, and let

c1, ..., cm be a corresponding basis for H2pBΓq. Then Γ is weakly stable,

conditional on vanishing of the winding number invariants wpci, φq for all

i P t1, ...,mu.

In particular, if φ˚ does not have one as as an eigenvalue, then Γ is

weakly stable.

We do not know if Γ as in Theorem 7.6 is (conditionally) stable. This

seems an interesting question. It also seems plausible that there is a more

elementary proof of Theorem 7.6, but this is not immediately obvious to

us.

7.2 One relator groups

A finitely generated group Γ is called a one relator group if it admits a

presentation of the form Γ “ xS | ry with S finite and where r is a single

word. Important examples include the fundamental group of an orientable

surface of genus g

Σg :“

C

a1, ..., ag, b1, ..., bg |
g
ź

i“1

rai, bis

G

, (81)

the fundamental group of a non-orientable surface of genus g

Ng :“

C

a1, ..., ag`1 |

g`1
ź

i“1

a2
i

G

(82)

and the Baumslag-Solitar groups

BSpm,nq :“ xa, b | bamb´1
“ any. (83)

All one-relator groups other than BSp1,mq for some m, and (the de-

generate case of) cyclic groups are non-amenable: see [32, page 338].

One-relator groups always satisfy the UCT as noted in Remark 5.6, but

whether or not they are RFD or LLP seems to need to be handled on a

case-by-case basis.

We need to recall some information about homology and classifying

spaces of one relator groups: see for example [25, Section II.4, example 3]

for more information on what follows. Let Γ “ xS | ry be a one-relator

group. Then Γ is torsion free if and only if r is not of the form un for some

word u and n ě 2. Moreover, if Γ is torsion-free then the presentation

two-complex (i.e. the two-dimensional complex constructed for example

in [70, Corollary 1.28]) is a BΓ. The homology of Γ is (therefore) given

by H0pBΓq “ Z, H1pBΓq “ Γab the abelianization of Γ, and

H2pBΓq “

#

Z r P rΓ,Γs

0 otherwise
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(here rΓ,Γs is the commutator subgroup of Γ. All the higher homology

vanishes. Thus we get the following result.

Theorem 7.7. Let Γ “ xS | ry be a one-relator group, and FS be the free

group on the generators of S. Assume moreover that Γ is torsion-free and

RFD. Then the following hold.

(i) If r is not in the commutator subgroup of FS, then Γ is weakly ucp

stable.

(ii) If r is in the commutator subgroup of S, let wpr, φq be the associated

winding number invariant of a quasi-representation φ as in Defini-

tion 7.2. Then Γ is weakly ucp stable, conditional on vanishing of

wpr, φq.

Moreover, if Γ is LLP, then we may drop the word “ucp” from both parts

of the above.

Proof. As commented in Remarks 5.6 and 6.2 respectively, Γ is UCT, and

the BCK assembly map for Γ is an isomorphism. The result now follows

from Theorem 7.4.

Let us discuss some specific cases where the groups in question are

known to be RFD in more detail.

Example 7.8. Perhaps the most interesting case where Theorem 7.7

applies is to fundamental groups of surfaces, i.e. the groups Σg and Ng

from lines (81) and (82) above. As in Remark 5.7, [102, Theorem 2.8 (2)]

shows that these are RFD. Hence Theorem 7.7 applies: this is Theorem

1.8 from the introduction. This in some sense gives a complement to the

non-stability result of [56, Theorem 4.8], and the discussion of [41, Section

4].

It does not seem to be known whether fundamental groups of surfaces

satisfy the LLP. This seems to be a very interesting question; we conjecture

they do38.

Example 7.9. Let us make some comments about the Baumslag-Solitar

groups BSpn,mq of line (83).

First, note that these groups are rarely RFD: in fact, they are not

even residually finite unless |m| “ |n|, or one of |m| or |n| equals one

[106, Theorem C]. On the other hand, BSpn, nq can be written as Z2
˚ZZ,

where the amalgamation subgroup Z is included in Z2
“ Z ‘ Z as the

first summand, and is included in the second summand as nZ. Hence

BSpn, nq is RFD by [88, Theorem 1.1]. On the other hand, the subgroup

of BSpn,´nq “ xa, b | abna´1bny generated by a2 and b has index two,

and is isomorphic to BSpn, nq. Groups with finite index RFD subgroups

38This should probably be regarded as a folk conjecture, but I am not aware of it appearing

in the literature.
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are themselves RFD (the same proof as [102, Corollary 2.5] works), so

BSpn,´nq is RFD too.

In the case of BSpn, nq the defining relation is a commutator, and we

are in the situation of Theorem 7.7 part (ii). Thus BSpn, nq is weak sta-

bile, conditional on vanishing of the winding number invariant wpabna´1b´n, φq

of Definition 7.2. On the other hand, in the case of BSpn,´nq, the defin-

ing relation is not a commutator, and we are in the situation of Theorem

7.7 part (i). Thus BSpn,´nq is weakly stable. These results partly gener-

alize the case of the fundamental groups of the torus and the Klein bottle

covered in Theorem 1.5, which are BSp1, 1q and BSp1,´1q respectively.

Note that the case of BSpn, nq was discussed in [56, Theorem 4.10]

where it is shown that these groups are not stable due to the non-vanishing

of the associated winding number invariant; our result here provides a sort

of converse. Compare also [56, Question 2 in Section 6].

Example 7.10. In [69, Theorem 11] Hadwin and Shulman show that if Γ

is a one-relator group with non-trivial center and with abelianization Γab

that is not free abelian of rank two, then Γ is RFD. This gives another

class of groups to which Theorem 7.7 may apply, at least once one has

computed the homology: this should be possible (for example) using the

explicit presentations in [115] and Smith normal form. We leave the details

to the interested reader.

7.3 Three manifold groups

The following theorem specializes to Theorem 1.11 from the introduction.

Theorem 7.11. Let Γ be the fundamental group of a closed (connected)

aspherical three-manifold M , and assume that Γ is RFD. Write H2pMq “

F ‘ T where F is a finitely generated free abelian group and T is a tor-

sion group. Let c1, ..., cm be a basis for F . Then Γ is weakly ucp stable,

conditional on vanishing of wpci, φq for all i.

If moreover Γ satisfies the LLP of Definition 2.4, then we can drop the

word “ucp” from the above.

Proof. As M is aspherical, it is a classifying space for Γ; in particular,

M is a three-dimensional CW complex. As M is a manifold, its third

homology group is Z (if M is orientable) or zero (if M is non-orientable);

in either case, it is torsion-free. Moreover, as Γ has a finite-dimensional

classifying space, it is torsion free. As noted in Remarks 5.6 and 6.2, Γ

is UCT, and the BCK assembly map is an isomorphism. The result now

follows from Theorem 7.4.

Example 7.12. Perhaps the simplest class of groups covered by Theorem

7.11 are the fundamental groups of closed flat manifolds. For example,

this class includes Z3, the fundamental group of the 3-torus. In general,
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there are ten such groups: see for example [142, Theorems 3.5.5 and 3.5.9]

for the classification.

Fundamental groups of closed flat manifolds are amenable and residu-

ally finite, so are LLP and RFD (compare Remarks 5.7 and 5.5). Theorem

7.11 implies that the corresponding groups are weakly stable, conditional

on vanishing of the winding number invariants coming from their two-

homology. In particular, if the two-homology is torsion, then the cor-

responding group is weakly stable: this is the case for the fundamental

group of the (non-orientable) manifold called B4 in [142, Theorem 3.5.9]

as already pointed out by Dadarlat [43, Example 2.7]. It also follows for

the (orientable) manifold M called G6
39 in [142, Theorems 3.5.5]: indeed,

by [142, Corollary 3.5.10], we have H1pMq “ Z{4 ‘ Z{4, whence H2pMq

is torsion by Poincaré duality.

Note, however, that such groups are not stable, as pointed out in [56,

Theorem 3.13]. In the case of Γ “ Z3, this group is not even stable

conditional on vanishing of the relevant winding number invariants: this

follows from [67, Theorem 4.2]. It seems likely that this phenomenon –

weak conditional stability holding, but conditional stability failing – is an

issue for many other groups with three-dimensional classifying space.

We do not claim much originality in this flat manifold case – the result

of Theorem 7.11 can be deduced from the same methods as [43, Theorem

1.5] for amenable groups – but hope that summarizing the main points

here might be useful.

Thanks to Asaf Hadari for explaining some of the ideas in the following

example to me.

Example 7.13. LetM be a closed, aspherical three manifold withH2pMq

torsion. Then Theorem 7.11 implies that Γ “ π1pMq is weakly ucp stable.

To show that fairly direct computations are possible, here is a concrete

construction of a three-manifold fibered over the circle, with non-amenable

fundamental group, and such that H2pMq is torsion.

Let S be a closed orientable surface of genus g “ 2 as pictured

⑫
with the curves ta1, b1, a2, b2u as an ordered basis for H1pSq – Z4. Note

that the standard symplectic form (compare [63, Section 6.1.2]) with re-

spect to this basis is given by

J “

ˆ

0 1 0 0
´1 0 0 0
0 0 0 1
0 0 ´1 0

˙

Now, let B “ p 5 3
3 2 q and A “ pB 0

0 B q, which is an element of M4pZq with

determinant one such that ATJA “ J , i.e. A is an element of the sym-

39Also called the Hantzche-Wendt manifold.
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plectic group Spp4,Zq. Using [63, Theorem 6.4 (and Section 2.1 for the

definition)], there is an orientation-preserving diffeomorphism φ0 : S Ñ S

that induces the map A on homology. Let moreover ρ : S Ñ S be the left-

right reflection around a plane separating the two holes as in the picture

above, so that ρ induces the following map on homology

R “

ˆ

0 0 ´1 0
0 0 0 1
´1 0 0 0
0 1 0 0

˙

.

Let φ “ ρ ˝ φ0, and let

Mφ :“ S ˆ r0, 1s{ppx, 0q „ pφpxq, 1qq

be the mapping torus of φ, which is a closed three manifold with (non-

amenable) fundamental group Γ “ π1pSq ¸ Z, where the action of Z is

via φ. Note that Mφ is aspherical by the same argument using the long

exact sequence for a fibration that we used in the proof of Proposition

7.5; note moreover that Γ is RFD by [102, Theorem 2.8 (3)]. We claim

that H2pMφq “ Z{2, whence Γ will be weakly ucp stable.

Indeed, as in [70, Example 2.8], the relevant part of the long exact

homology sequence for a mapping torus looks like

¨ ¨ ¨ Ñ H2pSq
id´φ˚
ÝÑ H2pSq Ñ H2pMφq Ñ H1pSq

id´φ˚
ÝÑ H1pSq Ñ ¨ ¨ ¨ .

As S is orientable, H2pSq – Z; as φ reverses orientation, the map φ˚ :

H2pSq Ñ H2pSq is multiplication by ´1. On the other hand, the map

φ˚ : H1pSq Ñ H1pSq is given by the matrix RA; one readily checks that

this matrix does not have one as an eigenvalue whence id´φ˚ : H1pSq Ñ

H1pSq is injective. The result follows.

As recalled in Remark 5.5, the class of groups with the LLP is closed

under semi-direct products with amenable groups, and therefore a group

as in Example 7.13 would have the LLP if the corresponding surface group

does. As pointed out in Example 7.8 above, this is open.

There are many other examples of three-manifolds with torsion, or

even trivial, second homology to which Theorem 7.11 applies. For ex-

ample, an interesting infinite family of closed hyperbolic three manifolds

(which are aspherical as the universal cover is hyperbolic 3-space, and

have RFD fundamental groups as in Remark 5.7) with the same homol-

ogy as the 3-sphere are given in [24]. Note that the fundamental groups

of these manifolds are perfect and non-amenable; Theorem 7.11 implies

that they are all weakly stable.
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